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ABSTRACT

At low energies, molecular vibrational motion is described by the
normal modes model. This model breaks down at higher energy,
with strong coupling between normal modes and onset of chaotic
dynamics. New anharmonic modes are born in bifurcations, or
branchings of the normal modes. Knowledge of these new modes
is obtained through the window of frequency-domain spectroscopy,
using techniques of nonlinear classical dynamics. It may soon be
possible to “watch” molecular rearrangement reactions spectro-
scopically. Connections are being made with reaction rate theories,
condensed phase systems, and motions of electrons in quantum
dots.

l. Introduction

A central quest of molecular science is to understand the
internal motions of molecules. The low-energy normal
modes picture of regular, near-harmonic vibrations held
sway for most of the twentieth century, supported by a
huge amount of experimental evidence.! However, normal
modes cannot be the whole story. Molecules undergoing
reaction, including internal rearrangement, obviously fall
outside the realm of near-harmonic motion. What hap-
pens on the path from regular, near-harmonic motion at
low energy to the regime of irregular, often violent motions
that must occur in chemical reactions?

This was pretty much a mystery until about 1980. After
that, our understanding developed rapidly, and a new
picture has emerged. Novel motions have been discovered
that are dramatically different from the normal modes.
(For some striking examples in highly excited acetylene,
see the animations described in section III.E and archived
at the websites listed in ref 2.)

A surprising twist is that one of the most powerful ways
of seeing inside this world of internal molecular dynamics
is through the window of complex frequency-domain, that
is to say time-independent, spectra, rather than the
complementary window of ultrafast time-domain spectra.
How this comes about is one of the main themes of this
Account.
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The new vista of internal molecular dynamics opens
onto other domains of chemistry and physics. A major
challenge is to make contact with theories and concepts
of reaction rates. This is important for chemistry of
systems of vital importance such as combustion and the
atmosphere. Knowledge of the internal motions of mol-
ecules may help forge new tools for control of chemical
reactions, using sophisticated means of ultrafast optical
excitation.

Most of the work described here deals with molecules
in the gas phase. The implications for molecules in
condensed phase have only begun to be explored. There
is even a spinoff into areas of physics and materials
science: the motions of electrons in the ultrasmall
electronic devices known as quantum dots.

Il. Watching Molecules Dance

Most of the developments described in this Account
involve use of frequency-domain spectra to obtain infor-
mation about time-dependent motions in molecules. This
may seem paradoxical, because frequency-domain spectra
involve quantum energy eigenstates—and by definition,
these have no time dependence!

The key is that the frequency and time domains are
complementary.? Access to temporal dynamics in fre-
quency-domain spectroscopy comes through interpreta-
tion of complex spectra, rather than through monitoring
of a relatively simple time-dependent signal. Because of
the exquisite detail of frequency-domain spectra, if one
can learn to decode their meaning, they may actually
provide a superior way of watching the dynamics of small
polyatomic molecules in many situations. We will describe
an array of analytical tools of growing sophistication,
leading to animations of the beautiful highly excited
motions of acetylene described in section IILE.

A. First Steps: Normal and Local Modes. The con-
ventional picture of normal modes became firmly estab-
lished in the first half of the twentieth century, as in the
classic tome of Herzberg.! Figure 1, top, shows the normal
stretch and bend modes of water. Striking evidence of the
need for a new way of thinking came when Child and co-
workers* showed from classical trajectory calculations that
there are instances in water of local mode stretch mo-
tion: vibration predominantly in one bond. This is il-
lustrated schematically in Figure 1, bottom. Calculations
of wave functions showed that the quantum states closely
reflect the classical behavior. Others soon explored the
coexistence of normal and local modes using powerful
tools of nonlinear classical dynamics.>~7 We will return
to this in section IIL.A.

B. Lighting the Way: The Spectroscopic Link. It was
soon realized that the emerging nonlinear dynamics ideas
could be connected to experiment through a standard tool
of experimental analysis: the spectroscopic fitting Hamil-
tonian.

* Corresponding author. E-mail: kellman@uoregon.edu.
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FIGURE 1. Normal and local modes of H,0: top, normal modes—
symmetric stretch, antisymmetric stretch, bend; bottom, local stretch
modes.

In its simplest form, the spectroscopic Hamiltonian has
harmonic terms proportional to the number of quanta in
each normal mode and, in addition, crucial anharmonic
corrections, which depend on higher powers of the
quantum numbers. This Hamiltonian H is diagonal, that
is, depends only on the number of quanta in each mode.
For example, for the two normal stretches and the bend
of water (see Figure 1, top), to second order in the
quantum numbers, the diagonal Hamiltonian is

ws(ns + %) + wa(na + %) + wb(nb + %) +

pns + )+ vl 3 vl 4] valm )

[na 3]+ rafme 3l + )+ vl + gl + ) @

H,(ny,ny,n,) =

This “minimal” Hamiltonian is optimized by adjusting the
parameters ws, yss, etc. to get the best fit to experiment.

However, this is not the most general form for the
Hamiltonian. To get a satisfactory fit, it is often necessary
to add couplings between the normal modes. For example,
to fit the spectrum of the stretch modes of a molecule
like H,O, a large coupling between the stretches is
necessary, as discovered long ago by Darling and Denni-
son.!'® Because the two stretch modes have roughly the
same frequency, this is called a resonance coupling. The
Darling—Dennison resonance takes two quanta out of the
symmetric stretch and places two in the antisymmetric
stretch and vice versa.

It is convenient to represent® the coupling in terms of
raising and lowering operators a;, a; These have the
action of inserting or removing a quantum from an
oscillator with n quanta:

a'lnC=vVn+1n+ 10 anC=vnn-10 ()

In terms of these, the Darling—Dennison coupling is
— T, P
Vpp = kpplag ag a,a, +aaa,' a,’) (3)

with the coupling strength, «pp, an adjustable parameter
optimized in the fit.

C. The Semiclassical Connection. The molecule is a
quantum system, and the spectroscopic fitting Hamilto-
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nian is a quantum Hamiltonian. Quantum mechanics is
notorious for being difficult to understand in the terms
in which we experience the everyday world. In the early
days when scientists were groping their way toward
quantum mechanics, the only way forward was to try to
link classical and quantum concepts, as in the Bohr theory
of the atom. The successes in this endeavor, and the
ultimate failure, eventually pointed the way to the fully
quantum mechanical theory. More recently, there have
been efforts to go in the reverse direction, from quantum
to classical pictures, via semiclassical techniques. This
might strike the reader as strangely retrograde. Part of the
motivation is to visualize what nature is telling us about
the complex quantum systems increasingly important in
science and technology—exactly the situation in highly
excited molecular vibrations.

To interpret the quantum Hamiltonian semiclassically,
we use the “Heisenberg correspondence”,!” reversing the
procedure Heisenberg used in fabricating quantum me-
chanics. This connects the quantum Hamiltonian with a
classical form, which can be visualized with classical
images of atomic motion. This semiclassical picture is not
gotten immediately in terms of the atomic positions and
velocities, which constitute the molecular phase space.'!
Instead, it is expressed in terms of action-angle variables,
an abstract representation of phase space whose basic
meaning is familiar. The action of an oscillator mode is
given by the number of quanta, plus a zero-point contri-
bution, multiplied by Planck’s constant: (n + 1/,)A.
Similarly, the angle variable ¢ is just the phase angle,
familiar from the harmonic oscillator.

Once the quantum-—classical link has been made,
approximate techniques are used'? to convert the action-
angle representation into visualizable dynamics in the real
space of the atoms in the molecule.

lll. Basic Structures: Polyads and Bifurcations

The semiclassical Hamiltonian gives us a way to visualize
the molecular dynamics, but this does not yet mean that
we can make sense of what we see! In general, the
dynamics are highly complex and often chaotic. If there
is order in the dynamics, a systematic framework is
needed to bring this out. This section tells how we obtain
the motions in the animations of the Dance of Acetylene
in section IIL.E. Two indispensable ideas are bifurcations
of normal modes into new modes and approximate
conserved polyad numbers.

A. Birth of New Modes in Bifurcations. Our point of
view emphasizes the natural motions or anharmonic
modes as the framework for thinking about the molecular
dynamics. What are these natural motions? At low energy,
they are the familiar normal modes.

What happens to the normal modes with increasing
excitation? Tremendous insight comes from bifurcation
analysis. New anharmonic modes are born in bifurcations,
or branchings, of the original low-energy normal modes.
The new modes, together with the original normal modes,
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FIGURE 2. Birth of local modes in a bifurcation. See section lIl.A
for a detailed description.

which persist in altered form, are the framework around
which the phase space is organized.

An analogy can be made to a village, nestled in a valley
and surrounded by mountains. In the valley, streets are
laid out in a regular grid, analogous to the normal modes
of a molecule. (The streets may be curved but still laid
out in an orderly pattern.) Climbing out of the valley, the
grid cannot continue indefinitely, and the streets branch
into twisting trails and paths. The savvy mountaineer
learns enough about the paths to avoid becoming lost in
the enveloping chaos.

To see what a bifurcation means, we return to the
stretch modes of water. Figure 2 shows what comes out
of the bifurcation analysis of the classical version of the
Darling—Dennison Hamiltonian. In panel a, before bifur-
cation there are stable symmetric and antisymmetric
stretch modes, like the schematic normal modes in Figure
1. One of the normal modes—in water, the symmetric
stretch—suddenly becomes unstable. The antisymmetric
stretch remains as a stable mode; for clarity, it is not
shown in panels b and c. Immediately, from the sym-
metric stretch there emerge two new stable modes. As the
energy increases, the new modes migrate away from the
symmetric stretch, which survives as an unstable mode.
Eventually, the new modes point along the zero-order
bond displacements but as curvilinear trajectories. An-
harmonic local modes have been born in the bifurcation.
Detailed techniques of the bifurcation analysis are found
in refs 13—18.

B. Polyad Numbers. The polyad number is a concept
that is remarkably simple yet essential to the techniques
described in this Account. The idea can be understood
by reference to the Darling—Dennison coupling, Vo, of
eq 3. Because Vpp exchanges quanta between the sym-
metric and antisymmetric stretch, the individual ns and
n, are no longer good quantum numbers. However, the
total number of stretch quanta

Ny = (1, + 1,) @

is left unchanged. Thus, Voo preserves ng: as a good
quantum number, often referred to as a polyad number.

As an analogy, consider the United States interstate
highway system of east—west and north—south routes.
The east—west routes are like polyads. There is free east—
west traffic, like the free energy flow within a polyad.
Imagine blockades that prevent access to north—south
routes, so traffic can never switch from one east—west

route to another. Similarly, the polyad number acts as a
bottleneck to energy flow between polyads.

The polyads constitute an important type of pattern
in complex, highly excited spectra.!%? It was predicted for
very highly excited states of acetylene?*?! that a polyad
number

Nyt = 51, +3n, + 5n, + n, + ns (5)

involving all the normal modes, v,—vs, would be a good
approximate quantum number. This has been confirmed
by experiment,?22* with identification of remarkable
spectral patterns.

The reason for the approximate polyad number is that
couplings that break it are relatively ineffective. This is
due to the frequency ratios of the normal modes (ap-
proximately 5:3:5:1:1 in acetylene). This almost guarantees
that couplings that break the polyad constant are far off-
resonance and enfeebled or else are high-order and
inherently weak. Either way, the polyad-breaking cou-
plings are nearly ineffective. (In our traffic analogy, polyad-
breaking terms are like the presence of very inefficient
secondary roads.)

For our purposes, the key use of the polyad number is
in bifurcation analysis. But first, it is necessary to general-
ize the Darling—Dennison Hamiltonian that has served
thus far for illustration.

C. Fermi Resonances. In the example of H,0, the
Darling—Dennison coupling between the stretches led to
a profound change in the dynamics, the birth of local
modes in a bifurcation from one of the normal modes. A
natural question is whether other types of coupling are
possible, between other modes than the stretches. In H,0O,
there is an approximate 2:1 resonance condition satisfied
between the symmetric stretch and bend frequencies: ws
~ 2wy In fitting the H,O spectrum, when bending quanta
are present, it turns out to be necessary to include a 2:1
coupling term of form

Ksbb (asTabab + asabTabT) (6)

which exchanges two quanta of bend for one of symmetric
stretch. (The analogous coupling between antisymmetric
stretch and bend is forbidden by symmetry.) The 2:1
resonance, also known as Fermi resonance,! is very often
prominent in spectra. It is easy to verify that the 2:1
coupling preserves as polyad number the sum

ng, = (ng + ny/2) (7)

Other resonances, of order n:m, are possible in other
systems.2®

Still another type of coupling is a multimode resonance.
For example, in C,H, an important coupling?®?” is

T T
Ko345(a3 Q405 + a3a, “4T“5T) 8)

which transfers one quantum from antisymmetric C—H
stretch v; to C—C stretch v, and bends v, and vs. To avoid
confusion, the general term anharmonic resonance is often
used to include all the special cases.
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FIGURE 3. Resonant collective modes of the Fermi resonance
system of coupled stretch and bend with approximate 2:1 frequency
ratio.

We saw in Figure 2 how the language of normal and
local modes comes out of the bifurcation analysis of the
Darling—Dennison Hamiltonian. It turns out that this
language is not the way to describe the general anhar-
monic resonance case. For example, in 2:1 Fermi systems,
a bifurcation gives rise to “resonant collective modes”,?8~30
illustrated in Figure 3. Their difference from the local
modes of the Darling—Dennison system is evident.

D. Putting Chaos Where It Belongs: Many Modes,
Multiple Resonances. With multiple resonances present,
as in H,O, we cannot always think about each resonance
and its bifurcation behavior apart from other resonances
in the system. In H,0, the Darling—Dennison resonance
couples the symmetric and antisymmetric stretches; the
Fermi resonance couples the symmetric stretch and bend.
Indirectly, the resonances are linked, and all three modes
are coupled. Classically, this means that the molecular
motion may be chaotic, and this is clearly observed in
numerical studies.!631733

With chaotic dynamics, do we lose the conserved
polyad number? The stretch polyad number (15 + n,) is
no longer conserved, because it is broken by the 2:1 Fermi
coupling (eq 6); nor is the Fermi polyad number (ns +
ny/2) conserved, because it is broken by the Darling—
Dennison coupling (eq 3). However, there is still a total
polyad number

N = (Ng + 1, + 1y, /2) 9)

that is preserved by both couplings, as is readily verified.

So one of our key notions, the polyad number, has
survived the introduction of multiple resonances and
chaos. What about the other key idea, of new modes born
in bifurcations? This too survives intact. The polyad
number again yields great service. It turns out that the
bifurcation problem is essentially analytically solvable
when there is a conserved polyad number.!31618 This is
an enormous simplification over numerical solution of
Newton’s laws. The analytical bifurcation analysis of the
chaotic polyad Hamiltonian has now been performed for
triatomics!'%31:32 and for C,H,.'® A related numerical analy-
sis for C,H, has been performed by Jacobson and co-
workers.3

E. The Dance of Acetylene. Everything is now in place
for our goal of visualizing molecular dynamics by decoding
the information inherent in their spectra. The websites
in ref 2 show animations of the bending dynamics of
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FIGURE 4. Time-lapse still frames from animations described in
text of the new modes born in bifurcations. Panels a—d are the
local (L), orthogonal (0), precessional (P), and counter-rotator (CR)
modes, respectively. Reprinted from ref 18 with permission. Copyright
2006 American Chemical Society (http://pubs.acs.org).

acetylene, obtained!® using the methods just described.
We use the experimental fitting Hamiltonian3* of Field and
co-workers, who have explored spectra that place many
quanta in the bending modes. The animations show that
the bend normal modes of acetylene undergo an elaborate
series of bifurcations, giving birth to four new kinds of
anharmonic modes. The modes in the animations are
depicted in time-lapse still frames in Figure 4. These
modes are for vibrational angular momentum [/ = 0. Figure
5 shows the “orthogonal” mode when ! > 0. Now there is
precession of the vibrational angular momentum. The
viewer may find these new motions surprising, even
startling. They are far different from the low-energy
normal modes. One would not guess just by looking at
the raw spectrum that it is telling us that these are the
natural motions of the molecule at high energy.

F. What Does a Bifurcation Look Like? We have seen
that the spectrum encodes a wealth of information about
the complex dynamics of the molecule, including new
anharmonic modes born in bifurcations from the original
normal modes. Are there direct spectral markers of these
bifurcations? The answer is yes. Associated with the 2:1
Fermi system, a pattern is predicted!* of a minimum in
the spacing of adjacent energy levels within a polyad. This
pattern has been observed!” in isomerization spectra of
the molecule HCP.

For a long time, it was widely believed that identifiable
spectral patterns could not persist in systems with mul-
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FIGURE 5. Trajectory of an orthogonal mode born in a bifurcation
of the trans normal mode. The carbon—hydrogen local bends vibrate
in orthogonal planes. The trajectory precesses because it has
vibrational angular momentum / > 0.

tiple resonances and chaotic dynamics. However, tools
using correlation diagrams enable identification3!35-37 of
regular patterns very much like those found in single-
resonance, nonchaotic systems. Applications to spectral
patterns of C,H, are found in refs 35 and 36.

IV. Energy Flow and Chemical Reactivity

So far we have considered internal motions of molecules
in their own right. But chemistry is largely about chemical
reactions. The internal motions of molecules must surely
have much to do with reactions. This is evident especially
for internal molecular rearrangement or isomerization
reactions, where the internal motion is all there is! But it
must also be true for unimolecular decompositions and
bimolecular reactions. It is desirable to connect the
notions of polyad number and bifurcations to ideas used
in thinking about reactions. Consider isomerization of
acetylene, HCCH, to form the radical vinylidene, CCH,.
This reaction is important in several contexts, for example,
combustion,3 but detailed understanding has been elu-
sive. The reaction coordinate for this process is illustrated
in Figure 6.

A. Leaping the Barrier: A Challenge to Theory.
Consider first the role of the modes born in bifurcations
of the normal modes. In the isomerization of acetylene
in Figure 6, the reaction coordinate must involve some-
thing very much like the local bend mode, one of the

Energy (eV)
3 -

go) @,
o a’f\““mﬂ_y\ \ ."N_E_//\ |

{ ! ! \

% \&/ o

S—@=E0

Reaction Path
FIGURE 6. Potential for acetylene—vinylidene isomerization. To
isomerize, acetylene (A) must rise above the energy of the barrier,
cross over to the vinylidene side, and settle into the shallow
vinylidene well (V).

modes born in bifurcations of the normal modes. It seems
that there should be a general connection of the new
molecular modes discovered through spectra and theories
of reaction dynamics.

This works in reverse as well, with challenges from
reaction dynamics for spectroscopy. Consider the steps
needed for the isomerization reaction along the reaction
coordinate in Figure 6. To get to the small region of
stability of the vinylidene isomer, one way is for the
molecule to leap across the barrier into the vinylidene
isomer form, in a process promoted by chaos. Another
way is to tunnel quantum mechanically through the
barrier. A leading challenge is to extend the spectroscopic
Hamiltonian and bifurcation analysis to systems with
multiple wells and above barrier motion, to detect these
intricate motions of isomerizing species. The solution of
this challenge is just in the beginning stages.3%% If this
can be accomplished, a dream will become reality: watch-
ing unimolecular rearrangement reactions with the preci-
sion tool of high-resolution, frequency-domain spectros-
copy.

The challenge of connecting internal molecular mo-
tions and chemical reactions is particularly acute because
there have recently been very significant theoretical
advances**® in understanding the real meaning of the
transition state, one of the cardinal ideas of reaction
dynamics. These ideas have application not only to
chemical reactions but also to seemingly unrelated sys-
tems such as an atom in a magnetic field and planetary
dynamics.**

B. Blocking and Channeling Energy Flow. If energy
flow in a molecule is inhibited or enhanced, this can lead
to reaction rates orders of magnitude different from those
predicted by unimolecular reaction theory,*® which sup-
poses randomization of energy in a molecule (via in-
tramolecular vibrational relaxation, or IVR). A polyad
constant restricts energy flow from one polyad to another,
as discussed in section III.B. Does the polyad constant act
as a blockade to IVR? Two empirical observations make
this a pressing issue.

1. Caught in a Cycle. First, consider once again the
acetylene—vinylidene isomerization. In Coulomb explo-
sion experiments,’® the molecule is prepared in the
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vinylidene form. Astonishingly, the system appears to cycle
back and forth between the vinylidene and acetylene
forms of Figure 6 for several microseconds. Further
evidence comes from classical*’” and quantum*® simula-
tions of the isomerization. Above the barrier, the molecule
interconverts many times between the two forms.

The puzzle is that when the system is in the acetylene
part of the cycle, it does not relax out of the reaction
coordinate by fast IVR into the “bath” of acetylene bend
and stretch states at nearby energy. One explanation could
be severe inhibition by the approximate polyad number.
One way to test this idea is to extend the spectroscopic
Hamiltonian with polyad-breaking terms and then per-
form time-dependent dynamics.

2. Trapped by a Bottleneck. A second curious instance
of inhibition of IVR has been observed in molecules for
which acetylene is a prototype*® with a dramatic decrease
in isomerization rate. There is reason to suspect that this
too is connected with the ability of the polyad constant
to act as a severe constraint on energy flow. It is straight-
forward via light absorption to place several quanta into
C—H stretching motion. It is likely that six quanta of C—H
stretch have more than enough energy to isomerize.
However, this energy must first find its way into the
presumptive local bend reaction coordinate. In C,H,, it
has been demonstrated?®?! that there are two polyad
numbers: the usual total quantum number (eq 5) and a
second, less familiar type. These are equivalent to an
approximate energy transfer rule?” that one C—H stretch
quantum is redistributed as one C—C stretch and two
C—H bend quanta. So, putting six quanta into C—H stretch
results in just 12 quanta in the bend, only half the number
needed for isomerization.

Polyad numbers therefore look like a key bottleneck
to IVR. Gruebele and Bigwood have found®® in computer
simulations that it is possible to “freeze” IVR with coherent
laser pulses, slowing it by 2 orders of magnitude. They
ascribe the possibility of this IVR blockade to there being
a severely limited set of states to which the excited “bright”
state can couple in the absence of the laser control. This
is exactly what one would expect with fast energy flow
confined within a polyad. The polyad bottleneck therefore
appears a likely key to control of IVR with intense ultrafast
laser pulses.

It may be significant that extreme selectivity with
respect to the two resonant modes shown in Figure 3 has
been observed®! in electron impact excitation of the Fermi
resonance system CO,.

V. Beyond Molecules in the Gas Phase

So far we have mostly considered novel motions of
isolated molecules in the gas phase. We now turn to
systems where investigation of bifurcation phenomena is
just beginning. We first consider the natural extension to
molecules in the condensed phase. Then, we explore
surprising connections between the discoveries being
made in molecular systems and the seemingly unrelated
field of nanoscale electronic materials.
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A. Molecules in the Condensed Phase. With all that
has been learned about novel motions of molecules, an
obvious question is whether these phenomena are im-
portant in the condensed phase. At present, little is known.
The reason is that solvent interactions wash out most of
the detail in frequency-domain spectra that in the gas
phase allows us to “watch” the molecular dynamics. It is
necessary to take the more direct, but in some ways more
limited, approach of pulsed time-domain spectroscopy.

One question is the effect of the solvent bath on energy
flow within a solvated molecule. Recent work points to
the possible importance of bifurcations. Reid and co-
workers®? found in ultrafast laser probes of solvated ClO,
that there is a bottleneck to vibrational energy flow within
the CIO, molecule when it is excited to high vibrational
states. Blocked by the bottleneck within the molecule,
energy slowly leaks into the solvent bath. When enough
energy has leaked out, the solute reaches a critical
vibrational state, the bottleneck is broken, and there is a
sudden onset of rapid energy flow within the molecule.
Whether coincidental or not, the breaking of the bottle-
neck is associated with a bifurcation predicted!® on the
basis of gas-phase spectroscopy of ClO..

There are questions as well about the role of polyad
numbers in energy transfer in condensed phase. For
example, does polyad number conservation within the
molecule act as a bottleneck to energy flow to the bath?
At present, we can only speculate, looking ahead to future
research.

B. Quantum Dots: Electronic Molecules in Artificial
Atoms. An almost fantastic connection with motions of
atoms in molecules appears with new developments in
quantum dots. These systems have attracted great interest,
largely because their electronic and optical properties have
revolutionary potential for computational technology.

One of their most interesting features is that it is
possible to add excess electrons one at a time. Hence,
quantum dots are sometimes called artificial atoms.
Amazingly, the motion of the electrons in artificial atoms
may have many properties in common with molecules.
The existence of real “molecular atoms” has been known
for two decades.>*> These are highly excited helium atoms
in which the motion of the electrons is much like the
rotations and vibrations of a highly nonrigid linear XYX
triatomic molecule. Similar molecular atoms are now
being found® in quantum dots, with an interesting twist.

Electrons in an artificial atom see a central potential
due to the semiconductor nanostructure. This is like an
attractive oscillator potential, rather than the Coulomb
potential exerted by the nucleus of a real atom. So, these
systems may turn out to be more like real molecules than
the helium molecular atoms discovered earlier.>35* All the
basic effects of anharmonicity may be present, such as
bifurcations, local and normal modes, Fermi resonances,
and approximate polyad numbers. If these molecule-like
effects turn out to have uses in electronic devices, this
will be yet another example of a fundamental research
area that quickly proves to be of practical importance in
unforeseen ways.
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VI. Summary and Outlook

For most of the last century, the study of internal molec-
ular motion was concerned primarily with molecules at
low energy near their equilibrium configuration. Now the
focus has changed dramatically to the study of highly
excited systems. Pulsed lasers have played a major role,
but there is growing awareness as well of the immense
potential of frequency-domain spectroscopy for probing
dynamical processes. This involves measurement of very
complex spectra of excited states and sophisticated theo-
retical analysis to unlock the dynamical information
encoded in spectra. A primary tool is bifurcation analysis
of the Hamiltonians used to fit experimental spectra. This
gives information about the birth of new anharmonic
motions born in bifurcations of the low-energy normal
modes.

This is yielding remarkable information about motions
of high-energy molecules, including molecules undergoing
isomerization. A major challenge is to connect these new
insights with reaction dynamics and theories of chemical
reaction. Another challenge is to relate novel molecular
motions to methods to control molecular reactions; some
approaches to control®®% clearly rely in part on knowledge
of molecular motions, including bifurcation phenomena.

Ramifications are beginning to be explored for mol-
ecules in the condensed phase. Here, the experimental
tool is ultrafast time-domain laser spectroscopy, but the
requisite knowledge of internal molecular dynamics is
obtained from frequency-domain, gas-phase experiments.

This fruitful interplay between gas- and condensed-
phase systems, probed with sophisticated frequency- and
time-domain techniques, is likely to yield fascinating
insights and discoveries about molecules for a long time
to come. Moreover, exciting connections are forming with
frontier areas of physics and materials, such as electron
motion in quantum dots.

The authors gratefully acknowledge financial support of the U.S.
Department of Energy for portions of their own research discussed
in this Account.
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ABSTRACT

Periodic arrangements on surfaces resulting from monolayer
formation are critical in determining the electronic structure of thin
films, the adhesion of surface coatings, the properties of lubricants,
and the polymorphic form of heteronucleated crystals. Unlike
substrate-directed chemisorption, the process of physisorption is
highly responsive to molecular structure and stands out as a
controllable method of creating variable surface patterns with
periodicities on the low end of the nanoscale. Despite decades of
study focused upon such ordered structures, the principles guiding
the formation of these two-dimensional crystals have been ob-
scured by the lack of a systematic and critical compilation. Thus,
prediction of two-dimensional structure based upon the composi-
tion of the individual building blocks remains in its infancy. Here
we demonstrate through the compilation and analysis of a database
of two-dimensional structures that molecular-scale patterns are
dictated by the same factors that determine bulk crystal structure,
but these factors give rise to different preferred packing symmetries.
In marked contrast to three-dimensional systems, achiral molecules
in two-dimensional crystals are likely to adopt chiral structures,
and racemic mixtures are expected to produce enantiopure do-
mains. The determination of plane group frequencies allowed
experimental verification of Kitaigorodskii's 50-year old theory of
close packing as applied to two-dimensional tiling. This funda-
mental comparison between bulk crystals and physisorbed mono-
layers provides new tools and directions for future exploration in
the engineering of surfaces with prescribed two-dimensional
patterns.

Introduction

Self-assembly through physisorption at surfaces is a
ubiquitous phenomenon of intense fundamental and
technological importance. A variety of molecule types self-
assemble in this manner, including metal—organic coor-
dination networks,! nanoparticles,>® and organic mol-
ecules.*® Monolayer structure in the early stages of
deposition affects the electronic and optical properties of
thin films® and directs the structure of heteronucleated
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crystalline solids.”® The properties of polymeric and
oligomeric surface coatings and lubricants are often
dominated by the assembly process at the substrate
interface.’ Even systems on much larger length scales,
such as those of biological importance, are influenced by
two-dimensional packing,'®!! as are the self-assembled
structures of nanoscale objects used as masks for lithog-
raphy.!? Despite the impact of structure on the properties
of these assemblies, the study of two-dimensional crystals
has been limited to a case-by-case basis, making it difficult
to discern shared behavior and establish generalizations
and expectations.

A critical analysis of monolayers observed by scanning
tunneling microscopy (STM) at the liquid—solid interface
was conducted and the data were assembled into a
resource dubbed the Two-Dimensional Structural Data-
base (2DSD). The 2DSD provides the unified view of
interfacial self-assembly essential for investigation of two-
dimensional crystallization and comparison with bulk
crystals to uncover the basic similarities underlying all
forms of self-assembly and the differences due to the
presence of an interface; an important caveat is that most
studies cataloged have been carried out on a single
substrate (see Database Construction and Scope and
Supporting Information for selection criteria, structural
assignment, and a discussion of potential sources of bias).
This compilation is a two-dimensional analogue of the
three-dimensional crystal structure databases the Cam-
bridge Structural Database (CSD)!? and the Protein Data
Bank (PDB)." These resources initiated the field of crystal
engineering and revolutionized study of bulk self-assembly
by providing statistical information on crystal packing,
including symmetry relationships and identification of
structure-determining intermolecular interactions that are
difficult to discern in isolated cases.!>"19 Crystal packing
in three dimensions is dominated by the satisfaction of
strong intermolecular interactions and the drive toward
close packing, which involves energy minimization through
reducing void space;'® the 2DSD can be employed to
explore the effect of these factors on two-dimensional
crystal packing. The tendency toward close packing in two
dimensions has been invoked in explanations of the
structures of individual two-dimensional crystals®® but
until now without a means to test its general applicability.
Confirmation of this tendency has been particularly
overdue considering that the cornerstone for understand-
ing bulk assembly, the theory of close packing, was
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FIGURE 1. Schematic representation of the 17 plane groups used to describe monolayer symmetry for entries in the 2DSD. An arrow indicates
each asymmetric unit, and unit cells are denoted with gray lines. Plane group frequencies of all unique entries in the 2DSD of sufficient
resolution are given, followed by a parenthetical listing of total number of occurrences and number of occurrences where molecules are not

located on a symmetry element.

developed from examination of hypothetical two-dimen-
sional packing symmetries almost 50 years ago.?!

For each entry in the 2DSD, a structural description
that matched the STM image was developed (see Database
Construction and Scope and Supporting Information)
including the plane group,?? the number of molecules in
the asymmetric unit, and the symmetry element on which
the molecule resides. A plane group is one of 17 different
combinations of the symmetry elements (translation; 2-,
3-, 4-, and 6-fold rotations; and glide and mirror planes)
that fill two-dimensional space (Figure 1). When some
number of molecules or fractions of molecules, the
asymmetric unit, is combined with the symmetry elements
from the plane group, the observed monolayer packing
is reproduced (Figure 2).2®> Many substances exist as two
or more crystalline phases with different arrangements
and/or conformations of molecules in the lattice, and each
of these pseudopolymorphs?'~26 were given a separate
entry. Of the 876 total monolayers included in the
database, a subset of 359 unique examples (supplied in
the Supporting Information) was selected for the detailed
analysis presented here based upon the quality of the data.

Results and Discussion

The observed preference for a few plane group symmetries
out of numerous possibilities in the structures of two-
dimensional crystals (Figure 1) is analogous to the space

288 ACCOUNTS OF CHEMICAL RESEARCH |/ VOL. 40, NO. 4, 2007

group preference apparent in the crystal structures of
organic and metallo-organic compounds. A handful of
three-dimensional space groups, P2,/c (35.6%), P1 (22.5%),
P2,2:2, (8.3%), C2/c (7.8%), and P2, (5.6%), describe the
vast majority of the crystal structures in the CSD (see
Supporting Information), while all other groups have an
occurrence rate of less than 5%. These large percentages
are remarkable when it is noted that, if crystal structures
were equally occurring in all 230 space groups, no one
group would account for more than 0.5% of entries. These
common space groups are those that allow densest
packing and hence maximize the intermolecular interac-
tions for arbitrary shapes or shapes with inversion cen-
ters.?! In two dimensions, the plane groups p1, p2, pg, and
p2gg enable objects of any shape to contact the largest
number of neighboring objects, providing 6-fold coordi-
nation. The principle of close packing posits that denser
structures are favored; hence, these plane groups are
predicted to be preferred. Indeed, the most commonly
occurring plane groups in the 2DSD were p2 (58%), pl
(17%), and p2gg (9.7%) (Figure 1). Together, these three
groups account for 85% of the structures. If we compare
this to the hypothetical situation where each of the 17
plane groups are equally likely, then any group accounting
for more than 6% of entries (approximately 20 entries
given the current size of the dataset) can be considered
overrepresented. From this view, the plane groups p1 and
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FIGURE 2. An example of the symmetry analysis carried out for
two-dimensional crystals in the 2DSD. (A) An STM image of 1,3-
diheptadecylisophthalate with an overlaid model of two molecules.2
Large bright circles correspond to the aromatic rings and small bright
spots adopting a zigzag pattern are due to hydrogen atoms attached
to the alkyl chains, indicating that the carbon backbone is parallel
to the surface. (B) A model of the packing with the unit cell (black
outline), asymmetric unit (blue molecule), and symmetry elements
(2-fold rotations are represented by green ovals) indicated. The 2DSD
entry is assigned a plane group of p2; the asymmetric unit consists
of one molecule that does not sit on a symmetry element, although
the isolated molecule contains mirror planes and a 2-fold rotation.

p2 are overrepresented by 3 and 10 times, while 12 of the
17 plane groups are underrepresented by at least a factor
of 2 and usually much more. The overall plane group
frequencies are affected by the coincidence of molecular
and monolayer symmetry, but this effect is removed when
the dataset is restricted to those crystals where molecules
are not sitting on a symmetry element. In this subset, only
p2 (56%), pl (27%), p2gg (8.0%), and pg (6.6%) are ob-
served in substantial numbers and all others are under-
represented, with two groups observed at far lower rates
and the remaining 11 groups not observed at all. Thus,
the theory of close packing as applied to two-dimensional
tiling has at last been experimentally verified and dem-
onstrated to act upon the whole of a general class of

materials. Regardless of whether self-assembly occurs at
interfaces or in bulk, the structures are, in general,
influenced by the tendency toward minimization of empty
space.

This similarity is particularly striking given the differ-
ences in the chemical makeup of the datasets from the
2DSD and the CSD. The CSD contains a greater variety of
molecule types than the 2DSD, which is largely made up
of molecules with long alkyl chains. Neither the chemical
nature of these molecules nor the presence of the sub-
strate induced deviation from the drive toward minimiza-
tion of empty space.

Observations outlined so far indicate that certain plane
groups will be preferentially obtained over the entire class
of assemblies. However, the particular type of molecule,
with its associated functionality, can influence the likeli-
hood of particular monolayer symmetries. Thus, estab-
lishing connections between the molecular properties and
the monolayer symmetry is essential for the design of
monolayers of specific symmetry and metrics. Monolayer
symmetry is often generated that is greater than molecular
symmetry (46% of entries). This production of symmetry
elements can result from the satisfaction of specific
intermolecular interactions, indicating that supramolecu-
lar synthons may be employed in two dimensions as they
have been used in three dimensions.?” The entries in the
p6 plane group consisting of molecules not residing on a
6-fold rotation resulted from the judicious placement of
hydrogen-bonding groups to produce a 6-fold symmetric
clusters of molecules.?®30 Further examples of the cor-
relation between some functional groups and particular
symmetry elements are apparent in the 2DSD. Molecules
with carboxylic acid groups generate 2-fold rotations (79%
of occurrences) when dimerized, and hydroxyl groups
often generate glide planes (44% of occurrences).

Although the drive toward close packing is shared
between two- and three-dimensional crystals, it has
different implications for the chirality of these systems.
Inversion centers are the most favored symmetry elements
in three dimensions, regardless of whether the molecule
resides upon them, because as point operations they
generate the least amount of surrounding empty space
and minimize the like—like interactions that interfere with
close packing.!'® The propensity toward formation of
inversion centers, dictated by close packing in bulk
crystals, leads to a preference for centrosymmetric space
groups. This means that when achiral molecules crystal-
lize, they generally adopt achiral space groups,*"*? and
when crystals are formed from racemic mixtures, unit cells
that consist of both enantiomers are usually produced.
Furthermore, crystals that contain both enantiomers in
the unit cell tend to be denser, an observation known as
Wallach’s rule,®® and more stable35 than their enantio-
pure counterparts. In a plane, 2-fold rotations, which are
the projection of inversion centers onto two-dimensional
space, provide closest packing. Although inversion centers
do require less space than 2-fold rotations, they are
generally incompatible with interfacially formed two-
dimensional crystals because of the inherent noncen-
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FIGURE 3. An example of a polycrystalline chiral monolayer
illustrating coexisting enantiomorphous domains resulting from two-
dimensional crystal formation by an achiral molecule. (A) An STM
image of 1,3-dioctadec-1-ynylbenzene.2% The large bright features
correspond to pairs of aromatic rings. The bright lines extending to
both sides of these features are the alkyl chains. (B) A model of the
packing illustrating an interface between two domains. In both
figures, black lines indicate crystalline domain boundaries of
enantiomorphous domains, and red lines denote the mirror-related
column propagation directions.

trosymmetricity at interfaces.3® This propensity for 2-fold
rotations in packing motifs on a surface and the dearth
of mirror planes, which produce empty space and there-
fore hinder close packing, predicts a preference for chiral
crystal formation. Indeed, this is verified by the predomi-
nance of plane groups p2 and pl, which are both chiral
plane groups, meaning that mirror-related, non-super-
imposable domains can be formed on the surface (Figure
3). Glide planes do enable close packing and produce
achiral plane groups, but the groups pg and p2gg are
observed much less frequently than pl and p2. This is
analogous to the case of three-dimensional crystals, where
screw axes offer close packing in chiral space groups, but

290 ACCOUNTS OF CHEMICAL RESEARCH |/ VOL. 40, NO. 4, 2007

Table 1. Retention of Various Symmetry Elements
from the Molecular Symmetry in the Monolayer

Packing
no. of
occurrences
of element
symmetry element total no. of retention %

present in molecule occurrences in monolayer retained

2-fold 185 104 56
3-, 4-, or 6-fold rotation 37 15 41
mirror 376 21 5.6

symmetries with screw axes alone are nevertheless adopted
much more rarely than symmetries with inversion centers.
Taking into account all of the chiral plane groups, p1, p2,
p3, p4, and p6, 79% of structures in the 2DSD are chiral,
even though the vast majority of these are built from
achiral molecules. This preference for formation of chiral
monolayers stands in striking contrast to three-dimen-
sional crystals, where structures in chiral space groups
make up only 19% of the CSD and most of these are
crystals grown from enantiomerically pure compounds.!®
The tendency toward two-dimensional chirality means
that most adsorbed molecules, regardless of the presence
or absence of inherent stereochemistry, will likely form
enantiomerically pure domains. Indeed, it has been noted
repeatedly in experimental studies that both achiral
molecules®”3 and racemic mixtures form segregated,
mirror-related domains at achiral surfaces.’*~* This dif-
ference cannot be explained by a variation in the percent-
age of chiral symmetry groups between two and three
dimensions, because the relative proportion of these
groups is similar. While five out of 17 plane groups are
chiral (29.4%), there are 65 chiral space groups of the 230
possible (28.2%).** Thus, if all chiral groups were selected
from with equal probability, there would be little discrep-
ancy between the frequency of occurrence of chirality in
two- and three-dimensional crystals. This behavior is
instead a consequence of close packing in two dimensions
being most commonly satisfied in the chiral plane groups
p2 and pl. This is a fundamental finding, but it has
important practical consequences. For example, chiral
interfacial structures, which are commonly generated due
to this preference for chiral crystal formation in two
dimensions, have been observed to induce formation of
enantioenriched oligomers*® and produce crystals that
vary in orientation with respect to the interface by
inducing face-selective nucleation.*?

Although the relationship between molecular and
ensemble properties is not straightforward in either two-
or three-dimensional packing, analysis of the 2DSD finds
relationships between the symmetry elements present in
the molecule and their retention in the crystalline packing.
The tendency toward close packing affects the rates of
molecular symmetry retention for various elements; there-
fore, in the design of monolayers, the symmetry elements
present in the molecules can be employed to influence
the packing symmetry. Two-fold rotations, the symmetry
elements most compatible with the closest-packing plane
groups for any shape, are commonly kept in the mono-
layer symmetry (Table 1). Mirror planes, however, produce
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like—like interactions that are detrimental to close packing
and are generally lost in the two-dimensional assembly.
This is analogous to bulk crystals, where the preferred
inversion centers are commonly retained while mirror
planes are not.'%#6 Mirror planes are even more likely to
be lost in two dimensions, as molecules often adsorb such
that they are parallel to the surface. In two dimensions,
molecules that have 3-, 4-, or 6-fold rotational symmetry,
symmetry elements that require an intermediate amount
of open space when packing in a plane, form monolayers
that retain these symmetry elements in less than half of
occurrences. Knowledge of the preference for retention
of some elements and not others enables generalizations
to be made about crystal packing and suggests pathways
for and constraints on the purposeful design of crystals
expressing prescribed two-dimensional symmetry.

Of the 17 possible plane groups, eight have not yet been
observed to occur. These missing plane groups are highly
symmetric, involving higher-order rotations (p4, p4gm,
pdmm, p3ml, p31m, and p6mm) and mirror planes (pm
and p2mm). Although a few space groups make up the
majority of three-dimensional crystal structures in the
CSD, essentially all of the 230 groups have been observed
at least once,*” unlike the two-dimensional crystals in the
2DSD. This is probably due to the insufficient diversity of
reported compounds, rather than the impossibility of
obtaining many of these packing symmetries. Induction
of these high-symmetry groups will depend on molecular
properties such as symmetry and intermolecular func-
tional group interactions, as suggested above. Engineering
the missing highly symmetric surface patterns represents
a formidable challenge that will test and expand upon the
relationships observed above. The statistical analysis of
two-dimensional crystals can be employed to address
many other aspects of interfacial self-assembly, such as
the influence of the substrate on symmetry retention or
the effect of molecular chirality on packing symmetry,
although a greatly expanded dataset will be necessary. Not
only are more two-dimensional crystal examples needed
but also expanded discussion and reporting of monolayer
structure and cell constants in the literature.

Conclusion

The compilation of the 2DSD represents a critical step
toward systemization of the field of two-dimensional
crystallization and a unified treatment of self-assembly.
Just as the CSD revolutionized the study of molecular
crystals by facilitating structural analysis across a diverse
array of examples, the 2DSD should enable a greater
understanding of fundamental surface phenomena. Such
understanding will facilitate a new field of surface engi-
neering: the design of nanoscale-patterned surfaces with
specified metrics, symmetry, and functionality. Controlling
interfacial self-assembly opens the possibility of designing
the properties of films and bulk structures from the earliest
stages of crystallization, providing new avenues for the
production of functional materials.

Analysis of the 2DSD has enabled a number of other-
wise unattainable measurements. The determination of
the plane group frequencies reveals a marked preference
for a few groups among the many possible, indeed the
same groups predicted by the principle of close packing.
Thus, the fundamental drive toward dense packing that
has been long established to affect the structure of bulk
crystals has finally been experimentally confirmed to affect
the packing symmetry for interfacial assemblies arising
through physisorption. The preference for particular plane
groups also provides an explanation for the repeatedly
noted phenomena of chiral two-dimensional crystal for-
mation by achiral molecules and spontaneous resolution
at surfaces by racemic mixtures: observations that have
previously been met with surprise are now revealed to be
an expected consequence of close packing expressed in
two dimensions. In addition to plane group frequencies,
relationships between the symmetry and functionality of
molecules with the two-dimensional packing motif adopted
have been established. Symmetry elements are retained
in two-dimensional crystals at rates that are dependent
on the compatibility with close packing. Particular strong
interactions can induce monolayer symmetry greater than
that of the molecule, suggesting that supramolecular
synthons can be employed to control two-dimensional
crystal packing as they have been in three dimensions.
These observations suggest avenues for the design and
control of monolayer structure by variation of molecular
properties.

Database Construction and Scope

Dataset Selection. A tractable and self-consistent subset
of two-dimensional crystals was sought, in which the
packing motif is highly responsive to the nature of the
adsorbed molecule and where a dynamic equilibrium
exists, favoring the formation of the thermodynamically
most stable monolayers. Thus, although the definition of
a two-dimensional crystal can encompass a variety of
structures that have periodicity in two dimensions, we
restrict ourselves here to those observed to physisorb at
the liquid—solid interface. Only monolayers observed by
STM were chosen, because the submolecular resolution
provided is essential for symmetry assignments. Just as
in the CSD and the PDB, the dataset of the 2DSD is biased
in that it is limited to compounds that have been deemed
of sufficient interest to warrant study and reporting and
are able to be crystallized and characterized with the given
method.

The vast majority of monolayers meeting the above
criteria were observed on highly oriented pyrolytic graph-
ite (HOPG); thus, for initial statistical determinations only
graphite substrates were included. HOPG is particularly
amenable to ambient-condition STM imaging, due to the
stable, atomically flat surface that is readily obtained by
cleavage. Most of the included monolayers exhibited
similar behavior with regard to the substrate. Generally,
there was alkyl chain alignment with the graphite lattice,
resulting in domains related by 120° angles and with

VOL. 40, NO. 4, 2007 / ACCOUNTS OF CHEMICAL RESEARCH 291





Molecular Packing and Symmetry of 2D Crystals Plass et al.

structures typically commensurate or coincident.*® Mono-
layer structure and registry with the graphite may vary
considerably for closely related molecules.?* Thus, while
substrate—adsorbate interactions make a large contribu-
tion to the stability of the monolayer, it is the adsorbate—
adsorbate interactions that are critical in selecting between
possible packing motifs that would similarly satisfy inter-
action with the substrate. The differences in adsorption
energies at various surface sites on graphite are very small
and routinely overcome by the intermolecular interactions
between adsorbed molecules at room temperature ac-
cording to enthalpy calculations.*® The graphite substrate
certainly affects the structure of the monolayers; different
substrates often produce different packing motifs for the
same molecule.’?~> One anticipated effect of the highly
symmetric graphite substrate is an increased observation
of symmetric plane groups that have 3- and 6-fold
rotations. On the basis of the few published comparisons,
packing motifs on HOPG tend to be more symmetric than
those seen on gold,>*%!' but highly symmetric groups are
still underrepresented in the 2DSD dataset.

Several classes of two-dimensional crystals were ex-
cluded from the present analysis to control for exterior
influences that have a dramatic impact on structure.
Chemisorbed self-assembled monolayers, which have
structures more directly arising from covalent attachment
to the substrate, were excluded. Only monolayers imaged
at the solution-solid interface by STM without additional
applied potential were included. Applied potential has a
powerful affect on the crystalline structure adopted at the
surface, causing switching among multiple packing mo-
tifs,%56 and therefore, it must be explored independently.
Structures produced by Langmuir—Blodgett methods
require the additional consideration of applied pressure
when identifying the root cause of selection of a particular
packing arrangement. This is another variable that is best
studied independently. Only monolayers of monodisperse
species were included, excluding polydisperse metal
clusters and polymers, because of the reduction in peri-
odicity that results from random incorporation of differ-
ently sized components into a monolayer. Physisorbed
monolayers formed by evaporation of solvent and by
vacuum sublimation were excluded from the 2DSD be-
cause of the increased likelihood of observing a metastable
state that accompanies these nonequilibrium deposition
methods.

Structure Assignment. For each of the selected mono-
layers, a number of symmetry assignments that are
generally lacking from the original literature were made.
Due to the variation in registry of the monolayer with
respect to the substrate and the infrequency with which
this relationship was quantified for published images, the
structural assignments describe the overlayer only. The
maximum possible point symmetry of the molecule was
identified, with a preference for higher rotational sym-
metry. The plane group symmetry,?? crystal class, number
of molecules in the unit cell (Z), and number of molecules
in the asymmetric unit of the monolayer (Z'), as well as
the symmetry element upon which the molecule sits were
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assigned. These symmetry assignments were derived from
the STM images, complemented by molecular models.
The Supporting Information contains details of the as-
signments, a complete list of assignments for the data
presented here, and a list of references for all monolayers
included in the 2DSD.

This work was supported by the National Science Foundation
(CHE-0316250) and by the Rackham Graduate School at the
University of Michigan.

Supporting Information Available: Details of database construc-
tion and structural assignment, expanded discussion of selection
criteria, a table comparing the symmetry of the position on which
a molecule sits in the unit cell to the highest possible molecular
symmetry, a table of space group frequencies, a list of all of the
references included in the 2DSD, and the structural assignments
for cited entries in the 2DSD. This material is available free of
charge via the Internet at http://pubs.acs.org.
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ABSTRACT

Organotrifluoroborates represent an alternative to boronic acids,
boronate esters, and organoboranes for use in Suzuki—Miyaura and
other transition-metal-catalyzed cross-coupling reactions. The
trifluoroborate moiety is stable toward numerous reagents that are
often problematic for other boron species. Consequently, remote
functional groups within the organotrifluoroborates can be ma-
nipulated, while retaining the valuable carbon—boron bond.

Introduction

The Suzuki—Miyaura coupling reaction represents one of
the most important synthetic transformations developed
in the 20th century.! Its use is so pervasive that it is
difficult to find an issue of any journal in synthetic organic
chemistry that does not feature this process in the
construction of organic molecules. As might be imagined,
innumerable improvements on the original protocol have
been recorded. Important contributions include vastly
improved catalyst/ligand systems,? unique solvents (e.g.,
ionic liquids®), and enhanced experimental conditions
(e.g., the use of microwaves?). Curiously, until recently
little effort has been expended toward further develop-
ment of the most important component of the process,
the organoboron reagent itself.’

This is unusual because the organoborons most com-
monly used for Suzuki—Miyaura coupling are far from
ideal. For example, although there are currently over 450
boronic acids available commercially, many of these
reagents are difficult to purify because they are waxy
solids. The situation is complicated by the equilibrium
formation of trimeric cyclic anhydrides (boroxines, eq 1).
This equilibrium has no bearing on the coupling process
per se, but it can influence the reaction stoichiometry.
Thus, it is difficult to determine the concentration of
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3 RB(OH),

boronic acid versus boroxine in a mixture, and currently
no simple assay exists to assess the amount of total
boronic acid available. Consequently, many literature
protocols for cross-coupling employ excess boronic acid
to ensure a complete conversion of the electrophilic
component of the reaction, clearly an inefficient use of
what might be the most precious component of the
reactions.

Boronate esters solve many of these problems, but at
some cost. Pinacol or 2-methyl-2,4-pentanediol® boronate
esters exist as monomeric complexes with defined struc-
tures, thereby aiding precise adjustment of stoichiometry.
However, the added expense of these diols, combined with
a marked decrease in atom economy,” makes them less
appealing.

Organoboranes utilized in cross-coupling reactions,
particularly alkyl-9-borabicyclo[3.1.1] compounds, possess
different limitations. These air-sensitive materials are
difficult to purify and handle and are always prepared and
utilized in situ via hydroboration of appropriate alkenes.
In addition to the inherent restrictions of the hydro-
boration reaction itself (especially chemoselectivity limita-
tions), these reagents are not particularly economical.

Most importantly, all trivalent organoboron species are
susceptible to reactions with important classes of reagents
commonly utilized in organic synthesis (e.g., oxidants,
bases, and nucleophiles). Consequently, these organobo-
rons are normally either purchased or prepared and then
utilized directly in the Suzuki cross-coupling reaction.
Rarely does one find trivalent organoboron reagents
carried through synthetic operations wherein remote
functional groups are transformed, leaving the carbon—
boron bond intact.? This has the obvious effect of limiting
synthetic approaches to target molecules of interest. By
contrast, if more robust organoboron reagents were
available, this would tremendously expand the range of
retrosynthetic pathways using Suzuki coupling reactions
as key transformations in complex molecule synthesis.

Background: Organotrifluoroborates

These factors led us to consider organotrifluoroborates as
possible nucleophilic partners for the Suzuki coupling
reaction. The tetracoordinate nature of the boron in these
complexes, fortified by strong boron—{fluorine bonds, was
anticipated to provide mechanistic inhibition of undesir-
able reactions typical of trivalent organoborons. This, in
turn, would make the organotrifluoroborates essentially
a protected organoboron reagent.

Several years before we entered this area of research,
Vedejs and co-workers described the facile synthesis of
organotrifluoroborates from Y,BR precursors (Y is a het-
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Scheme 1. Hydrohoration Routes to Potassium
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eroatomic group) using KHF, as a convenient, inexpensive
source of fluoride (eq 2).° In principle, a variety of

RBY, + 2KHF, — RBF;K + 2HY + KF 2)

organotrifluoroborates were thus available in one-pot
processes from transmetalation (eq 3) or metalation

1. BOR),

RMgX or RLi RBE,K  (3)

2. KHF,, acetone(aq)

reactions,'? as well as a variety of hydroborating reagents,'!
each possessing unique characteristics in terms of reactiv-
ity and selectivity (Scheme 1).

Furthermore, Genét and co-workers reported the pal-
ladium-catalyzed cross-coupling of a variety of organo-
trifluoroborates with aryldiazonium salts.'? Xia and Chen
followed shortly thereafter with a report on the use of
diaryliodonium salts as electrophilic partners for the
organotrifluoroborates.’®* Curiously, Genét repeatedly
pointed out the enhanced reactivity of aryldiazonium salts
over that of aryl bromides, tosylates, and even iodides,
and thus no one had attempted to develop conditions
under which these latter partners would take part in cross-
coupling reactions.?

Nevertheless, the motivation for pursuing this line of
research was compelling. The organotrifluoroborates were
easily accessed by a variety of one-pot synthetic routes
from readily available, inexpensive starting materials. They
were monomeric, crystalline compounds that were easily
handled and indefinitely stable to moisture and air. They
possessed a relatively low molecular weight, and the
byproducts from cross-coupling would be relatively be-
nign inorganic materials. Finally, they had the potential
to serve as chemically robust surrogates for organoboronic
acids, which would allow manipulation of remote func-
tional groups while retaining the carbon—boron bond for
later employment. The organotrifluoroborates thus had
the capability of increasing convergency and efficiency in
the construction of synthetic targets, changing the para-
digm for retrosynthetic analysis of complex molecule
synthesis involving Suzuki coupling. What remained was
the development of cross-coupling protocols for organic
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Scheme 2. Hydrolysis To Facilitate Transmetalation
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X = halide; Y = OH, F; L = phosphine
halides, a determination of the scope of this process, and
some assessment as to whether the promise of their
toleration of a variety of reagents could be fulfilled.

Development of Cross-Coupling Reactions

Suzuki’s discovery that base was required for successful
cross-coupling of boronic acids, boronate esters, and
organoboranes was also key to the development of condi-
tions for cross-coupling of organotrifluoroborates. The role
of base in Suzuki cross-coupling reactions is to facilitate
the otherwise slow transmetalation step of the catalytic
cycle through a bridging hydroxyl group between the
catalytic palladium center and the boron reagent (Scheme
2).1 Prior to our studies, cross-couplings of organotri-
fluoroborates with aryldiazoniums and diaryliodoniums
had been performed under anhydrous conditions, where
the opportunity to generate the requisite intermediate was
not possible. However, we, and others, determined through
NMR studies that fluoride/hydroxyl exchange on the
organotrifluoroborates was viable,' providing intermedi-
ates that were mechanistically capable of promoting
transmetalation (Scheme 2). This discovery was incorpo-
rated into the development of the cross-coupling proto-
cols, wherein water and a base were viewed as key
components of the reactions. In reality, the trifluoroborate
is a very useful protected form of a boronic acid, eventu-
ally generating intermediates similar to those generated
by boronic acid precursors along the palladium-catalyzed
reaction pathway.

With a greater understanding of the detailed chemical
and physical properties of the organotrifluoroborates in
hand, studies to explore the scope of their application
began in earnest. Perhaps the single most important cross-
coupling process is biaryl synthesis. Enormous efforts had
been expended in the development of this transformation,
but we sought simple economical conditions to perform
the cross-coupling. In fact, we were able to develop
extraordinarily straightforward conditions that worked for
a variety of standard coupling partners. Thus, <0.5 mol
% of Pd(OAc), as the catalyst in refluxing MeOH or H,O
as the solvent using K,COj; as the base generally provided
high yields of the desired products. In addition to being
able to conduct these reactions without the presence of
added ligands, quite surprisingly the reactions were not
sensitive to the air (Figure 1)!'5

As is evident from the few results depicted in Figure 1,
the process is extremely general. Electron-rich aryl halides
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FIGURE 1. Aryl/aryl cross-coupling.

can be employed in the reaction. Electron-poor organo-
trifluoroborates also work well, in contrast to some
protocols involving aryl boronic acids and boronate esters
where homocoupling becomes a competing problem.!®
Similarly, sterically hindered aryltrifluoroborates are not
inhibited from coupling. Aryl triflates can be utilized as
substrates, although they require the addition of Cy;P as
a ligand.'” A variety of heteroaromatic systems can also
be cross-coupled with equal facility.'®

A most impressive demonstration of biaryl synthesis
was disclosed in the preparation of trityrosine.!® The
analogous pinacol boronate gave none of the double
coupling product, while the aryltrifluoroborate afforded
the desired product in 74% overall yield (eq 4).

CbzHN.__CO,Bn

KF;B : I '
30 S A g
BnO HO
[
PdClx(dppf),
KgCOs,
THF/H,0,

A,26h
74%

CszN\_/COZBn

deprotection

HaN.__COH

HO

HO,C O OH
HQNJ ""(NHZ
Ho O CO.H

Trityrosine

As is the case for aryl boronic acids, specialized ligands
may be employed to promote coupling in specific systems.
Of particular note is the use of Buchwald’s S-Phos ligand
for the efficient coupling of a variety of aromatic and
heteroaromatic chlorides, including electron-rich and
sterically hindered substrates (eq 5).2°

Molander and Ellis

O]

Aryltrifluoroborates can also be coupled under a dif-
ferent set of conditions to alkenyl bromides.?! The reaction
is exceedingly general (Figure 2). Sterically hindered
aryltrifluoroborates, electron-deficient arenes, and het-
eroaromatic systems can be coupled efficiently. A variety
of alkenyl bromides can be employed, and the reaction is
completely stereospecific with regard to olefin geometry.

The synthesis of biarylmethanes via cross-coupling
reactions remains a significant challenge. In some pro-
tocols, up to 2 equiv of the arylboron reagent were utilized
to achieve acceptable yields of the cross-coupled product.
By contrast, conditions have been developed whereby a
variety of aryltrifluoroborates can be coupled on an
equimolar basis with benzyl bromide, affording the de-
sired product in excellent yields (Figure 3).%

In addition to aryltrifluoroborates, alkenyltrifluorobo-
rates are also suitable substrates for cross-coupling pro-
cesses, providing a complementary route to conjugated,
unsaturated arenes.? Under the reaction conditions de-
veloped, a variety of functional groups are tolerated within
both the alkenyl trifluoroborate and the aryl halide (Figure
4). Various substitution patterns about the alkene can also
be employed, and the reaction is completely stereospecific
with regard to the olefin geometry.

One of the most important reagents developed thus far
is potassium vinyltrifluoroborate.?* Vinylboronic acid and
some vinylboronate esters are unstable. Although alterna-
tives to these materials have been developed,5*©% the
physical and chemical properties of vinyltrifluoroborate
make it an exceptional vinylating reagent. Easily prepared
on 100—200 g scale as a stable, free-flowing, white
crystalline powder, vinyltrifluoroborate undergoes cou-
pling with a variety of aryl halides and triflates in good to
excellent yields (Figure 5). Under optimized conditions
little or no subsequent Heck chemistry can be detected.

Although the parent vinyltrifluoroborate has been
utilized less frequently in coupling to alkenyl bromides,?*26
the resulting conjugated dienes appear in a variety of
important materials and are key components for the
synthetically important Diels—Alder reaction. In both
capacities, stereoselective syntheses are a necessity, and
cross-coupling approaches are ideal for this application.
The most reliable cross-coupling protocol for alkenyl-
boronic acids and -boronate esters can be traced to the
Kishi synthesis of palytoxin,?” wherein superstoichiometric
amounts of toxic thallium bases were found to be most
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FIGURE 2. Aryl/alkenyl cross-coupling.
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FIGURE 3. Aryl/benzyl cross-coupling.
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FIGURE 4. Alkenyl/aryl cross-coupling.

effective.? By contrast, we determined that a simple and
reliable protocol could be employed that was effective for
the construction of all geometric isomers of conjugated
dienes (Figure 6).2° The reaction is general for a variety of
alkenyl bromide substitution patterns, as well as alkenyl-
trifluoroborates (Figure 7).
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FIGURE 5. Vinyl cross-coupling.
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FIGURE 6. Stereospecific alkenyl/alkenyl coupling.
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FIGURE 7. Alkenyl/alkenyl cross-coupling.

Inevitably during the course of complex molecule
synthesis, vulnerable functional groups must be protected.
Arguably the most useful protecting groups for alcohols
are silyl ethers, which are easily removed by a variety of
fluoride sources. To our surprise and delight, silyl ethers
remained intact during the cross-coupling process, despite
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FIGURE 8. Toleration of silyl protecting groups.

the obvious source of fluoride within the reaction mixture
(Figure 8).

This finding implied that organotrifluoroborate cross-
coupling reactions could be employed for the construction
of polyfunctional natural products. We took advantage of
this for the construction of oximidine II, a salicylate
enamide macrolide. In one approach, an alkenyl tri-
fluoroborate reacted with the dienyl bromide to afford the
elaborated triene (eq 6). In another approach, an alkyne

N TIO,
0”0
6
o OTBDMS ®)
.
HO |
Br
. _

BF;

Pd(OAC),, 2PPh,
Cs,CO;, LiCl

THF/H,0
DA

95%

TBDMSO ~ OH

was selectively hydroborated with the Snieckus reagent,''?
and the resulting organoborane was converted in situ to
the corresponding alkenyl trifluoroborate. The crude
material, a free-flowing powder, was subjected to high-
dilution macrocyclization, leading to a 42% overall yield
of the macrolactone (eq 7).3° This example highlights

OBn 1.

TBDMSO O THE o?c
o OMOM ’
2. CHy0 (aq)
S XXy, 3. KHF,, acetone/MeCN/H,0
A 4. Pd(PPhy),, Cs,CO5 THF/H,0

Br
42% overall

several advantages of the organotrifluoroborates. First,
they have an incredibly high propensity to crystallize, even
when incorporated within relatively large molecules.
Second, they tolerate a diverse array of functional groups
and protecting groups. Finally, the synthesis of the mac-

1. Pd{PPhs),
Br  CsyCO5
1
R IXT Tol./H,0 i
r 60-80°C,5h = R
' R = -
ey

+

~.__R? 2.R®BFK
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‘CO:Me

86%,9.7:1E:2

87%, 167 :1E: 2
FIGURE 9. One-pot synthesis of stereodefined trisubstituted alkenes.

rolactone attests to the robust nature of the coupling
reaction itself. Although macrolactones are normally
thought of as highly fluxional molecules, the oximidine
macrolactone possesses nine contiguous sp? centers and
thus is highly constrained. That a Suzuki coupling ap-
proach could be utilized to prepare such an exceedingly
strained system is a testament to the effectiveness and
reliability of the coupling process in demanding situations.

Other aspects of conjugated diene synthesis have been
explored within the context of organotrifluoroborate
chemistry. For example, a synthesis of conjugated, trisub-
stituted dienes has been developed based upon the
Negishi strategy.3! Thus, 1,1-dibromoalkenes are coupled
in a one-pot process first with an alkenyltrifluoroborate
and then with an alkyltrifluoroborate, creating the elabo-
rated diene system (Figure 9).32 The reaction is highly
stereoselective when the dibromoalkene possesses sub-
stitution at the allylic position and is also tolerant of a
diverse array of functional groups. It has advantages over
the Negishi protocol in that the organotrifluoroborates can
be prepared and stored, facilitating diversity-oriented
synthesis. Additionally, the procedure can be carried out
in a single reaction flask without isolation of any inter-
mediates.

Curiously, simple alkyltrifluoroborates such as methyl-
and ethyltrifluoroborates do not react under the protocol
designed for more highly elaborate analogues. However,
they do succumb to the reaction by simply recharging the
flask with a second catalyst. In this manner, several differ-
ent conjugated dienes could be prepared (Figure 10).3

Historically, cross-couplings with alkylmetallic reagents
have proven problematic because of the propensity of the
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FIGURE 10. Modified synthesis of trisubstituted alkenes.
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FIGURE 11. Alkyl/aryl cross-coupling.

organopalladium intermediates to undergo A-hydride
elimination. With the advent of new more effective
ligands, this problem has largely been eliminated. Owing
to their ease of preparation and storage and favorable
physical properties, organotrifluoroborates provide useful
alternatives to organozincs and other organoborons in
alkyl coupling reactions. As demonstrated in Figure 11, a
number of alkyl/aryl coupling partners can be employed
for the synthesis of arenes.® For example, MeBF;K is an
exceptional reagent for cross-coupling, because it can be
readily prepared on large scale (>100 g), stored, and used
to incorporate methyl substituents onto a variety of
aromatic rings. Long chain alkyltrifluoroborates can also
be employed. An advantage of the organotrifluoroborate
approach to cross-coupling reveals itself here, in that nitro
groups are tolerated, whereas this functional group is
sometimes reduced when organoborane cross-coupling
reactions are carried out.3 Finally, diarylmethanes can
also be prepared utilizing benzyltrifluoroborates, in a
manner complementary to the approach discussed above
(Figure 3).

In an analogous manner, alkyltrifluoroborates can be
coupled to alkenyl halides and triflates (Figure 12).35 The
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FIGURE 12. Alkyl/alkenyl cross-coupling.

reaction conditions are tolerant of a variety of functional
groups, and a diverse array of substitution patterns can
be accessed in a completely stereospecific manner.

The only secondary alkyltrifluoroborates that have been
coupled thus far are cyclopropyltrifluoroborates (eq 8).3°

CH,Ph
Tol./H,0
+ (8)
p-AcCgH,Br K3PO4*3H,0
A (0]
91%

These species undergo high-yielding cross-coupling with
aryl bromide electrophiles. The enhanced s character of
the carbon—boron bond is undoubtedly responsible for
this success. These cross-coupling reactions are com-
pletely stereospecific, occurring with retention of config-
uration.

Alkynyltrifluoroborates can also be prepared as stable
solids and take part in cross-coupling reactions with aryl
bromides and triflates, as well as activated aryl chlorides
(egs 9—11).%7 These reactions demonstrate high tolerance
of functional groups in the electrophile and can proceed
with extremely low catalyst loading (0.05 mol %).

In related chemistry, Kabalka and co-workers revealed
that 1,1-dibromoalkenes react with 2 equiv of alkynyltri-
fluoroborates to provide conjugated enediynes (eq 12).%8
The method provides a useful alternative to the less
effective Sonogashira and other protocols for the con-
struction of these compounds.

In addition to these “standard” coupling protocols, a
number of innovative and useful variants of the cross-
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coupling have been reported. With regard to the nature
of the organotrifluoroborate, Batey and Quach have
revealed that a cation exchange of potassium organotri-
fluoroborates with BusNOH leads to the formation of
tetrabutylammonium organotrifluoroborates.'>> These ma-
terials are soluble in organic media and also undergo
efficient cross-coupling.

The electrophilic partner in the cross-coupling has also
been the subject of significant investigation. Stefani and
co-workers explored the use of aryl and alkenyl tellurides
as partners for the organotrifluoroborates. Enol tosylates
have proven to be viable electrophilic partners as well.*?
Finally, diverse methods have been utilized to enhance
the reactivity of organotrifluoroborates in cross-coupling
transformations. In addition to Buchwald’s S-Phos ligand
discussed above,?® bis(thiourea) ligands utilized under
aerobic conditions have been touted as possessing high
activity when coupled with activated aryl bromides,*" and
palladium on activated carbon has been employed in
biaryl synthesis using water as the solvent.*? Additionally,
microwave**3 and ultrasound** technologies have en-
hanced the organotrifluoroborate cross-coupling process
with great success.

In a relatively brief time frame, the organotrifluorobo-
rates have proven to be extremely versatile in their ability
to partake in cross-coupling transformations. In the
fullness of time, it would appear that they will be at least
as competent as, and in some instances superior to, other
organoboron reagents in terms of their ability to undergo
cross-coupling with a variety of suitable electrophilic
partners. They have already seen application in areas as
diverse as nonlinear optical materials*® and porphyrin
synthesis.¢ As stated earlier, factors that set them apart
include their desirable physical and chemical properties
that make them easy to prepare, isolate, store, and utilize.
What makes the organotrifluoroborates unique, however,
is their ability to serve as protected boronic acids. This

feature has the possibility to make them transformational
in terms of their use in multistep organic synthesis.

Organotrifluorohorates: Protected Boronic
Acid Equivalents

In multistep syntheses of complex molecules, vulnerable
functional groups must often be protected to prevent
them from undergoing undesired transformations while
synthetic operations are conducted elsewhere in the
molecule. Alcohols, amines, and all types of carbonyl
compounds can claim a bevy of protecting groups, each
with unique characteristics and sensitivities that can be
installed easily and removed under specified conditions.

For reactive organometallics, the concept of protecting
groups is much less well developed and in most cases
inconceivable. In the cross-coupling arena, only organosi-
lanes and organostannanes have been routinely carried
through multiple synthetic steps prior to cross-coupling.
Although organosilanes provide extraordinary possibilities
as cross-coupling reagents,?” to date they have proven to
be much less versatile than other organometallics. Orga-
nostannanes (Stille couplings*®) are losing favor because
of their perceived toxicity, combined with the difficulty
of removing tin-containing byproducts from the cross-
coupled product. Consequently, the opportunity to de-
velop protected organoborons that are able to be installed
into an organic molecule and carried through a variety of
synthetic operations is quite compelling.

As Bronsted acids, boronic acids react readily with a
variety of bases and nucleophiles. The Lewis acidic
boronate esters are less susceptible in this regard but still
have vulnerabilities. Both sets of reagents are electron
deficient and relatively easily oxidized. Because many
organic functional group transformations involve bases,
nucleophiles, and oxidants, our initial efforts have been
focused in this area to demonstrate that organotrifluo-
roborates can be subjected with impunity to such treat-
ment, remaining intact for further manipulations.

An interesting line of research within this manifold has
led to the construction of more highly functionalized
organotrifluoroborates with many potential subsequent
applications. Thus, metal—halogen exchange of dibromo-
or diiodomethane with butyllithium in the presence of
B(Oi-Pr); and then KHF, leads, in high yields, to the
corresponding halomethyltrifluoroborates (Figure 13).4°
These stable, free-flowing solids can be treated with a
number of nucleophiles, providing more highly elaborated
organotrifluoroborates that in many cases cannot be made
readily by either hydroboration or transmetalation ap-
proaches.

Many of these new materials possess novel reactivities,
but we chose first to examine the chemistry of azido-
methyltrifluoroborate (N3CH,BF;K). This material under-
goes copper-catalyzed 1,3-dipolar cycloaddition with
alkynes to afford the corresponding triazolomethyltri-
fluoroborates (Figure 14).5° Any number of functionalized
terminal alkynes can take part in this reaction, with
exceptional outcomes.
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FIGURE 13. Synthesis and typical reactions of potassium bromo-
methyltrifluoroborate.
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98% 93%
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=/ BRaK BnO~1, BF;K
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=N =N
n=N, N=MN,
N—, N—,
NC«M{,\J BF:K Ho )=/ BF.K
97% 85%

FIGURE 14. “Click” chemistry of potassium azidomethyltrifluoro-
borate.

1. NENQ, DN‘SO, BF.K
80°C,05h NO R

X—R-BF;K
2. Alkyne,
10mol % Cul B

N
N* N7 HT5TBRK

o BF3K
O= 939, N,‘N.N/\\’l/b\:\
QOEt ):’ LA
PR 97%
N
N* "N7 T2 BFK
PR 950 NN BRK
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NN 96%
_ |
Ph)_’ N BRK
92%

FIGURE 15. 1,3-Dipolar cycloadditions.

One is not restricted to N3CH,BF;K as a “click chem-
istry” precursor. It seems that any Sy2-reactive, halide-
containing organotrifluoroborate can take part in a related
one-pot, three-component reaction, leading to a different
family of triazolotrifluoroborates in which the boron
substituent remains intact (Figure 15).

Finally, another substitution pattern of triazolotri-
fluoroborates can be obtained by incorporating the tri-
fluoroborate into the alkyne instead of the azide compo-
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PNy N
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N N,
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KF3B— 93% KFaB—/ 91%
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o~ NO, 0~/
KFsB~ 87% KB~ 949
FIGURE 16. One-pot, three-component couplings.
El
1. n-BuLi
THF, -78 °C
2. Electrophile
BFsK 3. KHF3(aq) BF;K
OH
T™MS
BF3K BF3K BF:K
67% 64% 83%
Ph
OH
O _NH /E OH EE
BF3K BF;K BF3K
68% 94% 93%
FIGURE 17. Metal—halogen exchange of p-bromophenyltri-
fluoroborate.

nent of the reaction (Figure 16). In this manner, small
libraries of compounds can be created rapidly and ef-
ficiently, with further diversification possible upon cross-
coupling of the organotrifluoroborate.

Metal—halogen exchange reactions can also be carried
out while leaving the trifluoroborate intact.>! In doing so,
a reactive nucleophile is generated in the presence of the
boron moiety and reacted with a variety of electrophiles
(Figure 17). This reactivity is distinct from the chemistry
developed by Knochel on the corresponding pinacol
boronates using dialkylmagnesium reagents.>?

One of the most glaring limitations of organoborons is
their susceptibility to oxidation. This, combined with the
intolerance of most carbonyl functionalities to transmet-
alation protocols and hydroboration reactions, makes
aldehydes and ketones difficult to introduce into organo-
borons without some type of protection scheme. By
contrast, organotrifluoroborates are exceptionally resistant
to a number of oxidants, allowing facile conversion of
alcohols to aldehydes and ketones (Figure 18).5 Batey’s
ion exchange was used in these oxidations to generate
tetrabutylammonium trifluoroborates,'®® permitting the
reactions to be conducted homogeneously in CH,Cl,.
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FIGURE 18. Oxidation of hydroxy organotrifluoroborates.
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FIGURE 19. Epoxidation of unsaturated potassium organotrifluo-
roborates.
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FIGURE 20. Dihydroxylation reactions.

The tetra-n-propylammonium perrhuthenate (TPAP)
protocol has been used to oxidize primary and secondary
alcohols of aryltrifluoroborates (eqs 13 and 14), and
hydroxyalkyl alkenyltrifluoroborates can be converted to
the corresponding aldehydes as well (eq 15).

1 mol% TPAP

1.1 equiv NMO CHO
OH (13)
4AMs
BF, NBu, CH,Cl, BF, NBu,
97%
1 mol% TPAP
OH 1.1 equiv NMO (@)
(14)
4A MS
BF3 NBu, CH.Cl, BF3 NBuy,
92%
OH 2 mol% TPAP  OHC
1.1 equiv NMO
(15)
4AMs
CH,Cl, N\
) 8% BuNF.B
BuN F,B UaN Fa

In addition to TPAP, Dess—Martin, and Swern protocols
for carbonyl synthesis, 0-iodoxybenzoic acid (IBX) can also
be employed for the oxidation of alcohols in the presence
of the trifluoroborate moiety. The procedure appears to
be reasonably general for diverse substitution patterns
(eqs 16 and 17).

OH 1)

3 equiv IBX

—— (16)

acetone, A

KF3B 92%, KF3;B

OH o
3 equiv IBX

acetone, A
BF;K 88% BF3K

Epoxides are useful as synthetic intermediates, but
methods for their introduction into organic molecules are
nearly mutually exclusive to reaction conditions tolerated
by trivalent organoborons. Epoxides can be introduced
readily into unsaturated organotrifluoroborates employing
dimethyl dioxirane as the oxidant (Figure 19).>* The
epoxyalkyltrifluoroborates created can undergo cross-
coupling with aromatic halides. When 10:1 THF/H,O is
utilized as the solvent, the coupling occurs concurrently
with epoxide ring opening. When 40:1 THF/H,0 is em-
ployed, the coupling can be achieved while retaining the
epoxide moiety.

Similarly, alkenyltrifluoroborates can be oxidized using
the “Upjohn process”, affording a variety of dihydroxy
organotrifluoroborates (Figure 20).5° These more highly
elaborated organotrifluoroborates are also excellent sub-
strates for cross-coupling reactions with aryl and alkenyl
halides (eqs 18—20).

It was recently disclosed that organotrifluoroborates
bearing aldehyde and ketone functional groups can
undergo alkenation reactions employing several different
protocols. Simple Wittig alkenation takes place efficiently,
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OH
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65%
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KoCOs3
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77%

HO
Oy
CN

\)Oi/\ 5 w)\ PdCl,(dppf)*CH,Cl,
HO + BNz
BFgK Cs,CO;3
Tol.H,0
A
60%

OH

HO (20)

{

generating predominantly (Z)-alkenylated trifluoroborates
(Figure 21).56

Stabilized ylides work equally efficiently, affording func-
tionalized (E) unsaturated aryltrifluoroborates (Figure 22).

Horner—Wadsworth—Emmons (HWE) conditions can
be applied to appropriately functionalized organotrifluo-
roborates, adding molecular complexity stereoselectively
to readily available starting materials (Figure 23). The
Batey ion exchange protocol was employed as a workup
procedure to facilitate purification and isolation of the
desired products.

o]

KF3BAr™ ~H
THFDMF = oN

-78°Ctort  ArBRK

CC Oy I
~FBE, KF,B7 ™~
3 |

82%, 28 :1

80%, 27 :1 NG

MeO” ) )
BF:K  CN L7

S
79%, 35: 1 75%, 35 : 1
FIGURE 21. Wittig reactions of organotrifluoroborates.
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FIGURE 22. Alkenation with stabilized ylides.
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FIGURE 23. HWE reactions of organotrifluoroborates.

Research continues in this arena, which promises to
provide new opportunities for the elaboration of diverse
functional groups in the presence of the organotrifluorobor-
ate moiety. Unique strategies for the construction of organ-
ic molecules will be developed, and organotrifluoroborates
will assume a useful niche among the stable of organo-
metallics capable of undergoing cross-coupling reactions.

We are indebted to our talented co-workers who contributed
enormously to this program. Without their intellectual input,
enthusiasm, diligence, and experimental acumen, the advances
outlined in this Account would not have been possible. We
acknowledge the NIH (Grant GM 35249), Johnson & Johnson,
Amgen, Merck Research Laboratories, Johnson Matthey, and
Frontier Scientific for support.
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ABSTRACT

The ability of inorganic cyanometallate polymers to form interest-
ing and useful complexes is well-known. This Account summarizes
work, especially in our laboratories, aimed at replicating aspects
of this inorganic chemistry in homogeneous solution using orga-
nometallic building blocks. A library of molecular organometallic
cyanides and Lewis acids, with varying charges and labilities, are
shown to give families of neutral and charged cages. Neutral
and anionic cages, often molecular boxes, bind larger alkali
metals tightly. Cubic frameworks show an unparalleled affinity
for cesium cations over potassium cations. Noncubic cages are
described including tetrahedranes, defect boxes, trigonal prisms,
and hexagonal prisms.

Introduction

There is currently much interest in metal—organic frame-
works, that is, multimetallic ensembles that are held
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together through coordination bonds.!? Such hybrid
materials have potential as catalysts,® molecular sieves,*
sensors,® and in cavity-directed synthesis.® Perhaps more
importantly, these new materials provide the conceptual
foundations for the development of supramolecules that
rival those available through organic and bio-organic
chemistry.”®

We entered this field through studies on cyanometal-
lates, classical inorganic systems that have a rich history
of host-guest behavior. The extensive host-guest behavior
of cyanometallates is due in part to their rigid polar
framework, which imparts molecular sieving and ion-
exchange properties. The host-guest chemistry of poly-
meric cyanometallates began with the use of the Hofmann
clathrates ([Ni(NHj3),] [Ni(CN)4]) (C¢Hg),, for the purification
of benzene® and continues with the application of Prussian
Blue (PB, nominally Fe;(CN)g(H,0),) analogues as se-
questrants for Cs* and TI*.1° Also relevant are the min-
eralomimetic cyanometallates wherein M—CN—M groups
afford structures resembling silicates in their connectiv-
ity.!! Cyanometallates have shown promise as materials
for gas storage and separations.'? PB analogues have been
recently reported as H, storage materials.!® Cobalticya-
nides reversibly bind O,, a property applicable to the
separation of O, from air.!* These successes, which build
upon accelerating advances in microporous coordination
solids,'® raise the prospect for studying analogous behavior
in solution using the exquisite analytical and synthetic
tools of solution-phase chemistry to explore and elucidate
host—guest behavior in molecular cyanometallate cages.

Cyanide frameworks were brought into the molecular
regime by the replacement of divergent metal hexa- and
tetracyanides with convergent cyanometallate building
blocks L,M(CN),?. Examples of cyanometallate rings have
long been known starting with [AuPr,(CN)],, crystallo-
graphically determined in 1939.1 The size of cyanomet-
allate rings ranges from 9 in [(CO)3;(NO)W(CN)]; to 24 in
a Mn—NC-Fe Schiff base complex.!” Discrete three-
dimensional architectures, however, remained unknown
until Braunstein’s report of [(OC)Pd(u-CN)Mn(CsHs;Me)-
(CO)2l4, with a still unique structure featuring both bridg-

* Author to whom correspondence should be addressed.
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Scheme 1. Timeline lllustrating the Progression from Polymeric Molecular Sieves to Organometallic lonophores?

[Fe]4[Fe(CN)gls(H20), [Pr2AuCN]4
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@ The first column indicates major advances in inorganic polymeric cyanide solids, the second column is highlights that portended the area of
supramolecular cyanometallate cages, the third and fourth columns indicate landmarks in the work summarized in this Account (the cyanide ligands in

CMe4Cd(CN), and {Li[Mo4(CN)(CO)2]}5~ are disordered).

ing cyanides and metal—metal bonds.'® Fehlhammer’s star
clusters represent another class of three-dimensional
molecular aggregrates known previous to our work.!® A
1997 review of cyanometallate ensembles® stated that “the
construction of cages requires trifunctional building blocks
and a lot of luck... One cannot say at the moment how to
design the right building blocks for cyanometal cages, but
Mother Nature helps sometimes with self-assembly.” This
Account summarizes our “lucky” experiments on how
nature helps with self-assembly (Scheme 1).

I. Cationic Cyanometallate Boxes and Defect
Boxes

I.A. Cyanometallate Boxes Form Readily. We began our
investigations in 1998 with the synthesis of the molecular
box {[CpCo(CN);3]4[Cp*Rh],}*" (Scheme 2).2! This spe-
cies, abbreviated CosRh4**, arises from the condensation
of equimolar amounts of [CpCo(CN)s]- and [Cp*Rh-
(NCMe)s]**. When the reaction is monitored by 'H nuclear
magnetic resonance (NMR) spectroscopy, several inter-

234 ACCOUNTS OF CHEMICAL RESEARCH |/ VOL. 40, NO. 4, 2007

Scheme 2. Cage-Assemhly Reactions for the [CpCo(CN);]~/
[Cp*Rh])2+ System
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mediates are apparent but after days at room temperature,
the exclusive product is the box. Crystallographic analysis
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confirmed that eight metal centers are octahedral. IR
and 3C NMR spectroscopy demonstrated that the CN
linkers are ordered, that is, no Co—C bonds are broken
in the condensation. The metal—-ligand distances and
angles indicate an unstrained species, consistent with
the stability of the product. The volume of a cube with5.1
A edges is ~132 A3; we calculate a van der Waals volume
of ~50 A3,

The box can also be prepared via a two-step reaction
involving the coupling of cyanometallate squares { [CpCo-
(u-CN),(CN)],[Cp*RhCl],} (Scheme 2).2! The Rh,Co, square
in turn arises via treatment of two equiv of [CpCo(CN)3]~
with [Cp*RhCl],, and this method of assembling squares
was extended to include { [Cp*Rh(u-CN),(CN)]»[(cymene)-
RuCll;} and {[Cp*Rh(u-CN),(CN)],[Cp*RhCl],}. The box
Co,Rh,*" can be degraded back to the square using excess
chloride.

Long has prepared related cyanometallate boxes using
metals coordinated by triazacyclononane (TACN).?2 More
so than Cs;Rs~, TACN is compatible with paramagnetic
metal centers, and thus Long’s boxes are promising
sources of single molecular magnets. Related magnetic
cages have been prepared using tripodal phosphines and
trispyrazolylborates.?* The low charges and diamagnetism
of our C;Rs~-derived boxes are, however, particularly ideal
for the characterization of solution properties.

L.B. Defect Box Cations: {[Cp*Rh(CN);3]4[Cp*Rh]s}?"
and { [CpCo(CN)s]4[Cp*Rh]z}%*. Whereas the condensation
of equimolar amounts of [CpCo(CN)s]- and [Cp*Rh-
(NCMe);]?* affords a box, the corresponding reaction of
[CpCo(CN)3]~ with <1 equiv of [Cp*Rh(NCMe);]?t gives
the seven-vertex cage { [CpCo(CN);]4[Cp*Rh]3}* (CosRhs2,
Scheme 2). An additional equivalent of [Cp*Rh(NCMe)3]**
converts CosRh3*" into CosRh,**, but this reaction is slow,
consistent with a pathway that entails substantial disas-
sembly of Co,Rh3?>* followed by reassembly.?* Obviously,
reaction stoichiometry significantly influences the product
of cage assembly.

The steric properties of the building blocks can pre-
clude formation of eight-vertex boxes. Thus, condensation
of Et4N[Cp*Rh(CN);] and [Cp*Rh(NCMe)s](PFs), exclu-
sively affords {[Cp*Rh(CN)s]4[Cp*Rh]5}?>" (Rh;?*").?> Mo-
lecular models show that close Cp*—Cp* interactions
would inhibit the formation of the all-Cp* box { [Cp*Rh-
(CN)3]4[Cp*Rh],}*". The exo orientation of the three
terminal cyanides in Rh;*" generates a closed cavity with
the Cp* groups on the terminal Rh subunits forming a
“lid” for the cage (Figure 1).

The M-(u-CN)y cages are described as “defect boxes”
to emphasize their structural relationship to the com-
pleted eight-vertex species. As in CosRh4*", the seven
metal centers in CosRhs*" and Rh;*" are connected by
ordered CN ligands. Unlike the Mg(CN);, boxes, however,
three CN ligands of the defect boxes are terminal (CN(
and the orientation of the terminal cyanides can generate
four different isomers (Scheme 3).

I.C. Defect Boxes with Cluster Vertices. Our approach
to cyanometallate cages requires electrophiles with three
mutually adjacent sites. The potential breadth of this

FIGURE 1. Molecular structure of Rh;%" with an encapsulated
acetonitrile guest; the hydrogen atoms are omitted and only the rim
Cp* ligands are shown for clarity. Atom coloring scheme: Rh
(yellow), N (blue), C (gray).

Scheme 3. Possihle Isomers of M;(CN);, Defect Boxes

L

C3v C3v
€X03 endos
Cs Cs
endo,exo, endo,exoq

approach is illustrated by the use of a metal cluster
bearing a single L;M(NCMe)s* site. In particular,
[(cymene),Ru;S,(NCMe)s]*" was found to efficiently con-
dense with the usual tricyanides [(CsRs)M(CN)s]~. The
exclusive products are the defect boxes {[(CsR5)M(CN);]4-
[RusS;(cymene),]s}?* (R =H, M = Co; R = Me, M = Rh).*¢
In terms of their M;(u-CN)y cores, these M,;3-containing
species are quite analogous to Co;Rh3?>" and Rh7?".

Il. Anionic and Charge-Neutral Cyanometallate
Boxes and Defect Boxes

With their considerable internal volumes, cyanometallate
boxes should be capable of host—guest chemistry. Al-
though the cationic cyanometallate boxes exhibit no
interesting host—guest reactivity, the related neutral and
anionic cages proved more fruitful.

II.A. Cyanometallate Boxes with Mo(CO); Vertices.
Particularly instructive were experiments involving the
condensation of sources of “Mo(CO);”. Thus, the 1:1
reaction of Et,;N[Cp*Rh(CN);] and Mo(CO);(NCMe); was
expected to generate { [Cp*Rh(u-CN)3]4[Mo(CO)s]4}*". From
such reactions, we were able to obtain only one or two
crystals, the structure of which proved to be of (Et;N)s-
{KcICp*Rh(u-CN)3]4[Mo(CO)sl4}, (EtuN)3[KCRhsMo,], that
is, the expected box but containing an encapsulated K*.

VOL. 40, NO. 4, 2007 / ACCOUNTS OF CHEMICAL RESEARCH 235





Evolution of Organo-Cyanometallate Cages Boyer et al.

Scheme 4. Synthesis of the lonophilic Cage CosRu, and Its Complex
[MeNH; CoqRug]™

CP‘R"_/EI(J;l + Cp*Ru

Colp

CPo iR, Yonst (PSSR By cpcur—rutyr,
[Cp*Ru(MeCN)3]*
Cp*Ru CoCp Cp*Ru CoCp
no template
= MeNHz" i
polymers

Scrutiny of the reagents revealed that our samples of Et,;N-
[Cp*Rh(CN)3] were slightly contaminated with its precur-
sor K[Cp*Rh(CN)3]. Subsequent experiments established
that (Et,N)s{ Kc[Cp*Rh(u-CN)3]4[Mo(CO)s],} forms quickly
and efficiently when the condensation of Et;N[Cp*Rh-
(CN);] and Mo(CO);3(NCMe)s is conducted in the presence
of K™.2” An analogous experiment provides the corre-
sponding Cs*-containing box.

Crystallographic analysis confirmed that the cation is
bound within the cubic framework. One striking difference
between K*- and Cs*-containing cyanometallate boxes is
that the Cs* is located at the center of the cage whereas
the K* is disordered over two off-centered sites. The off-
center location of K* within the cyanometallate box
suggests that the Rh;Mo4(CN);, cavity might be too large
for K™ and, indeed, *3Cs NMR experiments demonstrate
that Cs* fully displaces K* from the box. A relative binding
constant of Kgs/Kx > 3800 was determined from competi-
tion experiments.

ILB. Cation Binding by {[CpCo(CN)3]4[Cp*Rul,}. The
affinity of the Rh;Mo, box for alkali metal cations encour-
aged us to examine charge-neutral boxes, which we
expected would be more conveniently soluble than the
anionic Mo—Rh cages. This aspect of the work, that is,
the variation of the charge properties of the cages,
highlights the versatility of the organometallic approach,
since many fac-[LM(NCMe)s]** and fac-[LM(CN);]"~ build-
ing blocks are available. Thus, we began this effort
examining the condensation of [CpCo(CN)s]~ and [Cp*Ru-
(NCMe)s]*, completely analogous to the condensation of
[CpCo(CN)s]~ and [Cp*Rh(NCMe);]?t. We could only
obtain consistently soluble cage species when this reaction
was conducted in the presence of Cs*™ as a templating
cation.?® Attempted synthesis of a neutral Co,Ru, cage in
the absence of alkali metal salts affords insoluble, appar-
ently polymeric products. Subsequent studies showed that
in the presence of EtNH3*, [CpCo(CN)s]~, and [Cp*Ru-
(NCMe);]* condense to afford the neutral, empty box
{[CpCo(CN);3]4[Cp*Ruls} (CosRuy). The EtNH;" assists in
organizing the cyanometallate cage, but it is too large to
be contained within it (Scheme 4).%

Many ions insert into Co,Ruy: Cs*, K, Rb*, TI*, NH,™,
MeNH;*, and N,H5" to give the corresponding complexes
{McCI[CpCo(CN);]4[Cp*Ru]4} ", MCCosRu,*. The high af-
finity of the alkali metals for this cage is attributed to the
attractive interactions between the sr-bonds of the cyanide
ligands with the alkali metal cation.®® Even cationic boxes
form stable complexes with Cs*, as discussed below. In
no case, however, has Na* or Li* or any di- or trivalent
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ion been found to bind; it is apparent that smaller cations
(Nat = 4.4 A3, Li* = 1.8 A3) are a poor fit for these ~50 A3
cages.

Studies on the ammonium-containing box [NH;CCo,.
Ru,]* provide insights into the degree to which the box
framework shields guest ions from external reagents.
Solutions of this species are unreactive toward DO,
whereas, of course, NH,;* and D,0 exchange protons at
diffusion-controlled rates. Furthermore, the encapsulated
NH," (pK, = 16.46 in MeCN) is unaffected by strong bases
such as quinuclidine (pK, = 19.56 in MeCN). Clearly,
confinement within the cage inhibits proton transfer from
the stronger acid (NH4") to the base.

II.C. Cation-Binding in Boxes Containing Cb*Co
Subunits. The library of neutral cubic frameworks was
further extended using the cyclobutadiene-containing
building block [Cb*Co(NCMe)s]PFs (Cb* = 5*-Me,Cy).3!
The condensation of [Cb*Co(NCMe)s]PF with KCpCo-
(CN); affords { Kc[CpCo(CN);]4[Cb*Co] 4} PFg, [KCCog] PF,
the only cage of this Account exclusively constructed from
first-row transition-metal vertices. The analogous hetero-
metallic cage { KC[Cp*Rh(CN);]4[Cb*Co]4} PFs, [KCRh4Coyl-
PFs, was prepared similarly via the condensation of
K[Cp*Rh(CN)3] and [Cb*Co(NCMe)s]PFs. As was seen in
the other neutral or anionic cages, the K™ serves as an
essential template for cage formation.

The steric properties of KCCog', however, differ from
previously explored boxes which had contained only
octahedral metals with Cp, Cp*, or carbonyl coligands. The
Cb*Co™* subunit stabilizes larger N—Co—N angles. These
slightly obtuse N—Co—N angles destabilize the empty
cages: treatment of PPNCpCo(CN); and EtNH;O0Tf with
[Cb*Co(NCMe)s]* yields only polymers. The crystallo-
graphic analysis of [KCCog]PFs showed a rather distorted
compressed cube, because of this non-octahedral subunit
and the shortening of the M—NC—M distance from the
employment of smaller first-row transition-metal vertices.
The McCos* cages are more labile than the previous
CosRu, cage, as demonstrated by the rapid proton ex-
change between D,0 and NH,CCos*.

I1.D. Cs-Centered Defect Boxes { MC[(C5R5)M’(CN)sl4-
[Cp*Ruls}. The condensation of [CpCo(CN);]~ and [Cp*Ru-
(NCMe)s] " in the presence of Cs* affords either boxes or
defect boxes, depending on the Co/Ru ratio.?® In this way,
we efficiently prepared the violet-colored defect box { CsC-
[CpCo(CN)3]4[Cp*Ruls}, CsCcCo4Rus. The corresponding
condensation of [Cp*Rh(CN);]~ and [Cp*Ru(NCMe)s]* in
the presence of Cs™ or NH,* proceeds analogously.®? In
this case, the presence of seven bulky Cp* groups pre-
cludes the formation of boxes.

In solution, CscCo4Ru3 consists of a pair of equilibrat-
ing Ci-isomers that differ in stereochemistry of the Cp and
CN; (terminal) ligands on the upper “rim” of the cage
(Scheme 3). Each isomer displays a similar 'H NMR
spectrum consisting of singlets with the expected relative
intensities of 5:10:5:30:15 (Figure 2). '33Cs NMR spectrum
also confirms the presence of two isomers and, using an
empirical chemical shift correlation, allows the major
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FIGURE 2. "H NMR spectrum of CsCcCo4Rugz in THF solution (red
circles = endojexo, isomer; blue squares = endo,exo; isomer).

isomer to be assigned as (exo),(endo), isomer, with two
CoCN ligands 7-bonded to the soft Cs™ center.3? Although
solutions of CscCosRu; feature two isomers, only the
endo,exo; isomer crystallizes. The crystallographic analysis
shows a defect box framework with the average CN; endo
C—Cs and N—Cs distances (3.67 and 3.56 A) being nearly
equal to the average C—Cs and N—Cs distances of the nine
Co—CN-Ru bridges (3.66 and 3.61 A). The all-Cp* cages
NH;CRhsRuz and CsCRhsRuj only feature the (exo),-
(endo); isomer. The Cs—C and Cs—N distances for the
terminal endo cyanide in CsCcRh4Ru3 are 3.40 and 3.25
A respectively. For comparison, Cs* binds the nine Rh—
CN—Ru bridges with an average C—Cs distance of 3.67 A
and an average N—Cs distance of 3.59 A. Thus, the
inwardly tilting terminal (endo) cyanide appears to be a
strongly bound ligand.

Of all the cages described in this review, NH;CRh,Ru;
is the most distorted. The relatively smaller ionic radius
of NHy™ (Fionic = 1.75 A vs Cs* Fionie = 1.81 A) forces the
unique endo CN; to tilt toward the cage interior, more so
than in CscRh4Ru; (Figure 3). Structural analyses of the
three Mcdefect boxes—CscCosRuz, NH,CRh Ruz, and
CscRhy4Rus—reveal that cage distortion increases as the
cationic guest becomes smaller or the fac-coligand (Cp
vs Cp*) becomes larger.

The IR spectrum of NH,;CRhsRu; also indicates that
NH," is bound in an unsymmetrical environment, giving
rise to three vyy bands (3196, 3246, and 3270 cm™Y). In
contrast, the IR spectrum of the box NH,;cCosRu,"
features a single peak at 3250 cm™!. Only one IR-active
mode, T,, is predicted for NH," in a totally symmetric
environment, reflecting the cubic interior of a Mg(u-CN) ;2
box. NMR studies further demonstrate that the NH,* is
tumbling rapidly inside of the cage, as only one NH signal
is observed. Furthermore, it exchanges rapidly with D0,
whereas [NH;CCo4Ru,] " is inert toward D,0.

ILE. {CsC[CpCo(CN)3]4[Cp*Ru]s} as a Tridentate
Ligand. The defect box CsCCo4Ru;s is an excellent triden-
tate ligand,?® related to other face-capping ligands such
as 1,4,7-triazacyclonane® and tris(pyrazolyl)borate.3* It
reacts according to the stoichiometry CsCCo4Rus + M*
— [CscCo4RuzM]J% which we call the box completion

process (Scheme 5). Thus, VCI3(NCMe)s, [Cp*Rh(NCMe);]?,
and [(cymene),Ru,S;Ru(NCMe)3]>" form the correspond-
ing [CscCosRuzMLg)? boxes, where MLg* = VCls, [Cp*Rh]?T,
and [(cymene),Ru,S,Rul?*.

The reactivity of CscCosRu; toward labile octahedral
metal centers can depend on the order of addition. The
compound {Fe[CsCCosRus),}*" with idealized D5, sym-
metry, arises when [Fe(MeCN)g]?* was added to a solution
of CscCo4Rus. In this double box, two { CsC[CpCo(CN);]s-
[Cp*Ruls} cages are conjoined at Fe?*" (Scheme 5). The
double boxes can be generated from MeCN solvates of
Na™, Co?*, Fe?*, and Ni?*.283> When the order of addition
is reversed, one obtains the single boxes CsCc CosRuzM-
(NCMe)s** (M = Fe, Ni).%® Treatment of CscCo4sRus with
tetrahedral electrophiles (Cu(NCMe)4PFs or AgPF) affords
[CscCosRuzsM(NCMe)]PFs. The MeCN ligands in these
Lewis acidic boxes are labile, and thus such cages repre-
sent potential catalysts as well as precursors to oligo-cages.

ILF. Insights into Cage Assembly. As mentioned above,
addition of 1 equiv of [Cp*Rh(NCMe)s] (PFe), to CsCcCo4Ru3
efficiently affords the completed box CscCosRusRh?*. In
this conversion, the CN; ligands in CscCo4Ru; must
rearrange from exo to endo orientations. The efficiency
of this box completion precludes extensive cage fragmen-
tation followed by reassembly.?® Labeling studies do show,
however, that the three [CpCo(CN)s]~ groups in CsCCosRus
exchange readily with [Cp’Co(CN);]~ (Cp’ = MeCsH,).®®

It is instructive to contrast the box completion reactions
of CscCo4Ru; + [Cp*Ru(NCMe)s]™ with complementary
reactions involving CosRhs?**, which lacks a centrally
“gluing” Cs* center.3® The Co4Rh3?* + [Cp*Ru(NCMe)s]*
reaction affords a mixture of CosRh4**, CosRhsRu®*, and
CosRh,Ru,?*". These products, especially Co,Rh4**, indi-
cate a pathway whereby the starting CosRhs?* disas-
sembles followed by reformation in a nearly statistical
manner. In contrast, CsCCosRus appears to remain intact
upon complexation to [Cp*Rh(NCMe);]?* to produce
CscCo4Ru3Rh?" quantitatively. Slightly different products
are obtained when the CosRh3*" + [Cp*Ru(NCMe)s]*
reaction is conducted in the presence of Cs*. Again, the
main products are Co,Rhs*" and CosRhsRu", but we al-
so obtained small amounts of CscCosRh,Ru.3™ and
CscCosRhzRu*t. These latter two species are unprec-
edented examples of Cs*™ bound to cationic receptors.

The preceding box completion reactions were analyzed
by assaying the products (by ESI-MS) after the reaction.
Using the all-Cp* precursors, we were able to monitor the
assembly pathway of CsCcRhs;Rus cage in homogeneous
solution by ESI-MS (eq 1).%?

3[Cp*Ru(NCMe),] " + 4[Cp*Rh(CN),] " + M" —
Mc [Cp*Rh(CN),],[Cp*Rul,

McRh,Ru; M = Cs, NH,) @))
The results indicate the intermediacy of CsCRh,Ru,",

which supports the important role for the templating ion
in the growth of the cage.
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FIGURE 3. The view is approximately parallel to two of the M;Ru,(CN), faces highlighting the outward or inward bending of the terminal
cyanide (M = Co, Rh). Left to right: CscCosRuz, CscRh4Rusz, NH;CRh4Rus. Atom coloring scheme: Co (purple), Ru (light blue), Rh

(yellow), Cs and H (green), C (gray), N (blue).

Scheme 5. Double Boxes, Completed Boxes, and Lewis Acidic Boxes Formed from Metalation of CsCCo,Ru; (Gray Sphere = Cs™)
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lll. Selective Seﬂuestration of Cs™ hy
Cyanometallate Boxes and Defect Boxes

ITL.A. Ion-Exchange Properties of Cyanometallate Boxes.
The availability of the ionophilic box CosRus enabled
relatively detailed studies of the ion-binding tendencies
of the cages. The kinetic and thermodynamic selectivities
are high: when a solution of CosRu, is treated with a 1:1
mixture of K* and Cs*, one obtains almost exclusively
KcCo4Rus™. Over the course of one week, this kinetic
species converts to CsCcCo4Ru,™ (Figure 4). Kinetic studies
reveal that the Cs*-for-K* ion exchange process occurs
via an initial, rate-determining loss of K* followed by the
rapid uptake of Cs*. The rate data allowed us to estimate
the binding affinity, K, for Cs* to be 10'°.

III.B. Rh4Ru; Defect Boxes are Kinetically Robust,
Rapid, and Highly Selective Complexants for Cs*. The
aforementioned neutral and anionic cages exhibit high
affinities for larger monocations, with a marked preference
for Cs*, but the exchange rates for the boxes is slow. We
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attribute the sluggishness of this reaction to the inhibiting
influence of the Co—CN—Ru connectors that encase the
alkali metal ion. These findings guided us to the prepara-
tion of ionophilic defect boxes, which retain the high
affinity for Cs* but have more open structures. The cage
NH;CcRh4Ru; is ideal for this purpose. In contrast to
NH,;CCo4Ru,",? the ammonium guest in NH;CRhyRu; is

100 @ <~ KCCo,sRu,"
% CSCCO4RU4+
0 W
100
(b)
%

0 T T T T T T = m/z
1760 1780 1800 1820 1840 1860 1880 1900
FIGURE 4. ESI-MS for 0.0057 M MeCN solution of Co4Ru4 upon
treatment with 2 equiv each of K™ and Cs™ after 10 min (a) and
after 7 days (b).
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FIGURE 5. 76 MHz '3Cs NMR spectrum of [Cs(BCB6)]* (MeCN solution) before (A) and after (B) treatment with 1 equiv of NH4CRh4Ru3

after 30 min. The 688 signal corresponds to CsCRhsRus.

rapidly displaced by Cs*. This result demonstrates the
enhanced rate of guest exchange for the defect boxes
versus the boxes. The affinity of the host RhyRu;~, which
is never directly observed, for Cs* was examined in a
competition experiment. For the Cs* source, we used
calix[4]arene-bis(benzocrown-6) (BC6B), a high-affinity
(Keq = 10%) Cs*-selective ligand.3” The reaction of a MeCN
(or THF) solution of [Cs(BC6B)]* (133Cs NMR: —017) and
1 equiv of NHsCRh,Ru; quantitatively converted to
CscRhyRu3z within the time required for NMR analysis,
approximately 30 min (Figure 5). The ion exchange of
NH,;CRh4Ru3 for Cs* in presence of 10 equiv K* yields
similar results: an ethereal solution of NH;CRhsRu;
extracted Cs™ into an aqueous solution in air.

II1.C. Electroactive Cages Containing Cb*Co Are Re-
generatable Receptors with Facile Ion Exchange. The
lability of the Cb*Co containing cages is demonstrated by
the rapid conversion of KcCog* and KcRh,Co,4* into the
corresponding Cs*-containing cages.3! The facile ion
exchange reflects the lability of the McCog* framework,
as evidenced by vertex-labeling studies. The reaction Cs-
Cp’'Co(CN); + KcCog" results in both alkali ion and vertex
exchange { CsC[CpCo(CN)3]4—[Cp’Co(CN);][Cb*Co]4} PF.

The redox addressable Cb*Co(I) subunits of McCog*
cage enable the tuning of cyanometallate framework’s
charge. Upon oxidation of the McCog* with 4 equiv of
FcPFs, the encapsulated cation is expelled forming the
empty [Cog]*" cage. The MCCos* can be regenerated via
the reduction of [Cog]*" in the presence of alkali metal
cations. Reduction in the absence of alkali metal cation
generates polymers.

The Cog and Rh,Co, cages “recognize” the cations in
the sense that the encapsulated cations have distinguish-
able redox properties. The 80 mV difference in half-cell
potential between the [KcCog]*™ and [CscCog]™ is com-
parable to the largest effects reported for K™ versus Cs*t
response.®® This effect is slightly obscured by the broad-

Scheme 6. Interconversion of Cyanometallate Cages Composed of
Mo(CO0); Vertices
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multielectron nature of the redox wave, and further studies
are underway to address this issue.

IV. Noncubic Cyanometallate Cages

IV.A. Assembly with Kinetically Labile Cyanometal-
lates: The Cube Is Not Thermodynamically Favored.
Kinetically inert octahedral tricyanometallates force the
formation of cages with an even number of vertices on
each face, squares and hexagons. When the octahedral
tritopic building blocks are kinetically labile, as are the
cyanides of Mo(0), the resulting cages are free to adopt a
larger variety of structures. An enlightening experiment
entailed treatment of Mo(CO)3(NCMe); with 1.5 equiv of

VOL. 40, NO. 4, 2007 / ACCOUNTS OF CHEMICAL RESEARCH 239





Evolution of Organo-Cyanometallate Cages Boyer et al.

FIGURE 6. Molecular structure of the metal cyanide core of the
cation in {THFC[PhB(CN)sls[Cp*Rhlg} (OTf)s with the Cp* and Ph
ligands and encapsulated THF omitted for clarity. Atom coloring
scheme: Rh (yellow), B (black), N (blue), C (gray).

(Et4N)CN in the presence of alkali metal cations (M™). The
resulting cages have the formula Mc[Mo(CO);
(CN),51,4715m) where n = 4 for tetrahedrane and 6 for a
trigonal prism. Cubic cages were not observed. The tetra-
hedral and trigonal prismatic cages were similarly pre-
pared by the treatment of the square [Mo(CO)3;(CN)-
(NCMe)], with 2 equiv CN™ and the templating alkali metal
cation (Scheme 6).

These negatively charged cages bind cations at their
interiors. The identity of which dictates the structure of
the cage.3®%° Thus, K™ and Cs* induce the formation of
trigonal prismatic cages { MC[Mo(CO);]s(u-CN)g}®~ (Scheme
6). With the smaller Na*™ or Li* as the templating ions,
the Mo(CO)3;(NCMe)s + 1.5(Et;N)CN reaction affords the
four-vertex tetrahedrane {Mc[Mo(CO)3]4(u-CN)g}°~. The
13C NMR spectrum of this tetrahedrane features seven CN
signals, which demonstrates that the cage exists as a mix-
ture of four isosteric linkage isomers. By monitoring with
7Li and ?®Na NMR spectroscopy,* we showed that {Lic-
[Mo(CO)s]4(u-CN)e}®~ reacts quantitatively with Na* to
give {Nac[Mo(CO)sl4(u-CN)g}°~. Treatment of these tetra-
hedral cages with K* and Cs* gave the trigonal prismatic
cages containing the larger cations. Ion exchange of Cs™*
into {KC[Mo(CO)s]s(u-CN)g} ™ is not observed, suggesting
that the trigonal prism strongly incarcerates the K*.

A final illustration of the importance of kinetically well-
behaved building blocks is provided by the synthesis of
the trigonal prismatic [Cp*sRhs(CN)]3*.4! This cage, the
framework of which closely resembles that for {Mc[Mo-
(CO)sl6(u-CN)o}8, forms efficiently upon the addition of
1.5 equiv EtyNCN to a solution of [Cp*Rh(NCMe)3]>*. The
course of this reaction contrasts with the building block
approach of [Cp*Rh(CN)3]~ + [Cp*Rh(NCMe);]?*, which
efficiently affords the defect box { [Cp*Rh(CN)s]4[Cp*Rhls} 2.

IV.B. Tetrahedral Building Blocks Favor Noncubic
Cages. In previous examples, the formation of boxlike
cages is a natural consequence of the ~90° NC—M—CN
angles in these precursors, at least for the kinetically
robust tricyanides. Efforts to extend the range of structures
to new geometries depend on employing non-octahedral
cyanometallates where the NC—M—CN angles are >90°.
Our attention was drawn to the organoboron tricyanides,
such as K[PhB(CN)s]. The recently characterized coordina-
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tion solid { Ag[FB(CN)s]}, despite its serendipitous prepa-
ration, encouraged us further.*?

The reaction of [PhB(CN);]- and labile sources of
“Cp*Rh?"” affords a single product {[PhB(CN)s]e-
[Cp*Rh]e}¢t.4% X-ray crystallographic analysis established
that this species is a 12-vertex hexagonal prism (Figure
6). Two six-membered Rh;B;(CN)g rings are intercon-
nected by six cyanide ligands to give a cage with idealized
D;, symmetry. The edge dimension (B—C—N—Rh) of the
hexagonal prism is 4.8 A yielding a volume of 287 A3,
whereas the van der Waals’ volume of the hexagonal prism
is calculated to be 173 A3, considerably larger than the
~50 A for the molecular boxes.

Summary

Our organometallic approach to cyanometallates power-
fully combines the best of both the organometallic and
inorganic realms, that is, solubility, control of charge,
tunable inertness, and rigidity. The present work has
demonstrated certain design rules: favored geometries,
the roles of templates, and key building blocks. The scope
for expanding this class of compounds is large because
many (CsRs)M vertices and analogues are known. Certain
cages display very high affinities for alkali metal cations
with selectivities that are unachievable with purely organic
ligands.

The development of still larger cages as reaction
chambers and receptors is an emerging area,'” and we
anticipate that the organometallic approach is likely to
again be applicable to this challenging but exciting area.
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ABSTRACT

A combination of electrochemical and spectroscopic experiments
have proven that the a-, -, v-, and o-forms (vitamers) of the
tocopherols (vitamin E) undergo a series of chemically reversible
proton- and electron-transfer steps in dry organic solvents, such
as acetonitrile or dichloromethane, to form cationic compounds:
the cation radical, the dication, and the phenoxonium cation. The
cationic compounds are extremely unusual in their high persistence
compared with what is presently known about the oxidative
stability of other phenols, particularly the phenoxonium cation of
o-tocopherol, which is stable for at least several hours in non-
aqueous solvents and is formed quantitatively by oxidation of the
starting material at an applied potential of approximately +0.5 V
vs ferrocene®’* or with 2 mol equiv of NO*.

1. Introduction

It is often argued that vitamin E’s major role in mam-
malian tissues relates to its ability to act as an antioxidant,
essentially preventing living cell membranes (lipids) from
turning rancid and decomposing.!™* Vitamin E (TOH;
Chart 1) has been proposed to inhibit (terminate) the
autoxidation cycle by first reacting with an oxidized site
in a cell membrane (LOO") to yield a molecule of LOOH
and the tocopheroxyl radical (TO*) (eq 1). Second, the TO*
radical reacts with another LOO* radical (eq 2) so that
overall one TOH molecule is able to inhibit two LOO" sites.
The localization and mobility of TOH within the lipids is
thought to be critical to its ability to function as well as
its synergistic interactions with other species such as
ascorbic acid, hydroquinones, and catechols.*

LOO® + TOH — LOOH + TO* (1)

LOO® + TO* — (TO)OOL (2)

While vitamin E is certainly capable of acting as a
sacrificial compound to limit cell membrane deterioration,
there is a growing body of evidence that it has other
biological functions that involve specific interactions with
other components of the cell, such as proteins and
enzymes.> 8 For example, protein kinases are a family of
enzymes that regulate critical biological processes such
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Chart 1. Structures of Vitamin E
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Y- H CH3 CH3
8- H H CHj3

as memory, hormone responses, and cell growth. Inhibi-
tion of protein kinase C (PKC) activity was found to be at
the basis of vascular smooth muscle cell growth arrest
induced by a-TOH.”® 8-TOH is ineffective at inhibition
of PKC but prevents the inhibitory effect of a-TOH,
whereas y-TOH and 6-TOH have no effect on PKC.® The
a-tocopherol transfer protein (o-TTP)? is a highly special-
ized protein in the liver that is responsible for delivering
specifically a-TOH to very low density lipoprotein (VLDL),
which is then transferred and delivered to peripheral cells.’
There must exist an important mechanistic feature as-
sociated with a-TOH (that is not shared with the -, y-,
and o-vitamers) that is the reason for its preferential
retention!'® and that causes it to react or interact in a
special way with PKC. Other than the relatively small
differences in rate constants for eq 1 measured in organic
solvents! and the obvious difference in methyl substitu-
tion, there has been little discussion on chemical reasons
why o-TOH differs from the other tocopherols.

In the following sections of this Account, the similarities
and differences in the oxidative behavior of the a-, g-, y-,
and J-tocopherols are discussed in relation to one another
and in relation to other phenols. Most chemical studies
on vitamin E have concentrated on its antioxidant proper-
ties and focused on the importance of the phenolic
starting material and its associated phenoxyl radical.!™*
The purpose of this Account is to illustrate that vitamin E
undergoes a series of chemically reversible proton and
electron transfers to form additional semistable oxidized
compounds. It is reasoned that all of the oxidized forms
of vitamin E should be taken into account when establish-
ing chemical reasons for o-tocopherol’s unique non-
antioxidant biological function(s), because the in vivo

behavior may not be entirely represented by eqs 1 and
2.678,11

* E-mail: webster@ntu.edu.sg. Fax: + 65 6791 1961.
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Scheme 1. Electrochemically Induced Transformations of o-TOH in
Dry CH3CN or CH,Cl,'5—17 2
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FIGURE 1. Cyclic voltammograms of 2 mM substrates at a scan
rate of 100 mV s~' at a 1 mm diameter planar Pt electrode in CHz-
CN with 0.25 M BusNPFg: (green line) o-TOH; (red line) a-TOH with
0.1 M CF3SO3H; (blue line) a-TO~ prepared by reacting o-TOH with
2 mM EtNOH. Modified from data in ref 15.

acting as the counteranion.!>"18

-TOH R = (CH,CH,CH,CH(CHg))sCH3
(CH3)-TOH R =CHs
(COOH)o-TOH R = COOH

4 One resonance structure is displayed for each compound. The listed
potentials (vs ferrocene?” ") were obtained by voltammetry and are the
approximate values necessary to bring about oxidation of the phenolic
compounds but do not necessarily correspond to the formal potential.
The counterions for the charged species are the supporting electrolyte
cation [BuyN™] and anion [PFs~], and the “H*” ions exist coordinated to
the organic solvent.

2. The Electrochemistry of Vitamin E

2.1. Electrochemistry of o-TOH. The electrochemical
behavior of o-TOH has been established by detailed
electrochemical and spectroscopic experiments in the
aprotic solvents CH;CN and CH,Cl, and is represented
through a series of proton- and electron-transfer steps
(Scheme 1).!>718 In this Account, only results that were
obtained in pure organic solvents (with supporting elec-
trolyte) and in organic solvents under dry acidic and basic
conditions are discussed, since the absence of water
drastically improves the stability of the oxidized species.
Furthermore, organic solvents are likely to be closer to
the natural environment of vitamin E, which exists in vivo
in hydrophobic cell membranes, although cell membranes
are themselves highly inhomogeneous media.!?

Four heterogeneous one-electron-transfer steps can
occur depending on the applied potential (eqs 3—6), as
well as three homogeneous proton-transfer reactions
involving the phenolic hydrogen ion (eqs 7—9). It is likely
that the hydrogen ion released during the oxidation exists
coordinated to the organic solvent molecules (i.e., [CH;-
CNH]* or [CH,CL,H]"), with the supporting electrolyte
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o-TOH — le” = a-TOH™ 3)
o-TOH™ — le” = o-TOH*" (4)
a-TO™ — le” = a-TO® 5)
o-TO" — le” = a-TO" (6)
a-TOH = o-TO™ + H" @)
a-TOH™ = o-TO" + H* (8)
a-TOH* = o-TO" + H" 9)

2.1.1. Pure CH3CN and CH,Cl, (Containing Bu,NPFg
as the Supporting Electrolyte). In acetonitrile in the
absence of added acid or base, o-TOH can be voltam-
metrically oxidized at approximately +0.5 V vs Fc/Fc* (Fc
= ferrocene) by one electron at solid electrodes to form
the cation radical, a-TOH* (eq 3). a-TOH* quickly
dissociates into o-TO* (and H*) (eq 8), which is im-
mediately further oxidized at the electrode surface by one
electron to form the brightly orange/red-colored phen-
oxonium cation, a-TO" (eq 6) (an ECE electrochemical
mechanism, where E represents an electron transfer and
C represents a chemical step; Scheme 1, pathway 2).15717
The reason o-TO* is immediately further oxidized at the
electrode surface is because it is approximately 0.4 V easier
to oxidize than a-TOH; thus the cyclic voltammogram
shows one process corresponding to a two-electron oxida-
tion (Figure 1, green line). The true one-electron oxidation
potential of a-TOH is close to +0.6 V vs Fc/Fc™16 but
because of the follow-up chemical and electrochemical
reactions, the observed voltammetric wave is shifted to
less positive potentials.

o-TO™ is stable for at least several hours in the absence
of water and can be reduced back to a-TOH on both the
cyclic voltammetry (seconds or less) and controlled po-
tential electrolysis (hours) time scales. a-TO™ can also be
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formed by homogeneous chemical oxidation of o-TOH
with 2 mol equiv of NO" in CH3CN.!6 There are only three
other reports of phenols that form stable phenoxonium
ions; two are organic compounds that have bulky groups
in the 2- and 6-positions and an aromatic group in the
4-position,2®?! and the third is a metal-stabilized phen-
oxonium complex, also with bulky groups in the 2- and
6-positions.??

The cyclic voltammogram displayed in Figure 1 in pure
CH;CN (green line) shows one anodic process and a
cathodic process when the scan direction is reversed,
albeit with a wide separation (~400 mV) between the
forward and reverse peaks, indicating complicated elec-
trochemical behavior. The presence of reverse peaks close
to the main oxidation process is unusual for phenolic
compounds, which normally display only chemically
irreversible oxidation processes due to the oxidized com-
pounds being very unstable and decomposing before they
can be reduced back to the starting material.!>?* In the
case of a-TOH, the chemical reversibility in the voltam-
mograms occurs because the phenoxonium cation is
stable and because the equilibrium constant in eq 8 favors
the protonation reaction. The K value for the dissociation
reaction in eq 8 has been estimated by digital simula-
tions?* of voltammetric data to be <1 x 1077 mol L™! in
CH;CN at 243 K,'® meaning that o-TOH™ is very nonacidic
(which is also highly unusual for phenolic compounds??).
A further feature of the reaction in eq 8 is that the
protonation must be fast in order to account for the
complete chemical reversibility of pathway 2 in Scheme
1, because a-TOr is not stable and reacts by a bimolecular
self-reaction (eq 10).2° Therefore, the protonation reaction
in eq 8 must be much faster than the bimolecular reaction
in eq 10; otherwise a-TO* would dimerize before it was
able to convert back to a-TOH** and subsequently be
reduced back to a-TOH at the electrode surface. Digital
simulation of voltammetric data indicated that the rate
of the protonation reaction (k,) in eq 8 is essentially
diffusion controlled,'® while the bimolecular reaction in
eq 10 occurs at ~1 x 103 L mol ! s~! ™ (which agrees with
rate constants for eq 10 measured nonvoltametrically?).
The rate constant for the protonation reaction in eq 8 is
too fast to measure directly by electrochemical methods,
and instead came from estimations of the ratio of the
deprotonation rate constant (k) and equilibrium constant
(kb = kf/Keq).16

o-TO® + a-TO® — nonradical products (10)

Because the potentials of the voltammetric waves are
influenced by the kinetics of the homogeneous reaction
(eq 8), the peak potentials (or half-wave potentials) of the
cyclic voltammogram shown in Figure 1 (green line) do
not correspond to the thermodynamic formal potentials
(E°). The shapes of the cyclic voltammograms observed
in pure CH;CN or CH,Cl, vary considerably as the solvent
or temperature are changed because the rate and equi-
librium constants in eq 8 also vary depending on the
conditions. The voltammetric responses also change as
the electrode surface is changed (Pt or GC) due to specific

solute—electrode interactions and possibly due to changes
in heterogeneous rate constants.!>~17

2.1.2. Acidic Conditions. As acid (CF3SOs;H or CFs-
COOH) is added to solutions of a-TOH in CH3CN or CH,-
Cl,, the equilibrium in eq 8 shifts toward the protonation
reaction and a-TOH™ becomes increasingly persis-
tent.!21517 At sufficiently high acid concentrations, the
cyclic voltammetry behavior appears as a one-electron
chemically reversible oxidation process at approximately
+0.6 V vs Fc/Fc' (eq 3) due to complete inhibition of the
deprotonation step (eq 8). It has been found that ap-
proximately 0.1 M CF3;SOsH in CH3CN or 1 M CF;COOH
in CH,Cl, are needed to fully stabilize a-TOH', the
difference in acid quantity relating to the degree of
dissociation in the organic solvents. It is difficult to
calculate the true concentration of “H*” and hence the
exact equilibrium constant in eq 8 because there will not
be complete dissociation of the acids in organic media,
especially in CH,Cl, (although conductivity measurements
performed on CF;COOH in dichloroethane have indicated
that significant dissociation does occur?®). In strong acid
conditions, the cation radical is able to be voltammetri-
cally further oxidized by one electron to form the dication
(a-TOH?") at approximately +1.4 V vs Fc/Fc™ (eq 4), with
a representative cyclic voltammogram displayed in Figure
1 (red line). The dication is not detectable in acid-free
conditions (green line) because the intermediate mono-
cation radical rapidly deprotonates. Therefore, the elec-
trochemical behavior in strong acid conditions can be
represented by pathway 1 in Scheme 1.

Electrolysis and spectroelectrochemical experiments
have indicated that the dication is not stable for any more
than a few seconds and immediately deprotonates to form
o-TO" (eq 9), which is very stable in an acid environment
and can be reduced back to the starting material in a two-
electron, one-proton process.'>!'” However, in acid condi-
tions the mechanism for the forward oxidation and reverse
reduction reactions are different. The forward oxidation
follows pathway 1 in Scheme 1, while the reverse reduc-
tion reaction follows the reverse of pathway 2, due to
o-TOH?* quickly deprotonating to form o-TO™, which is
then reduced to o-TO* (which is immediately protonated
to form a-TOH**). The high stability of o-TOH"* in mild
acid conditions is unusual compared with most other
phenols, which readily deprotonate even in strong acid
conditions.?

2.1.3. Basic Conditions. The addition of an equimolar
amount of organosoluble base (such as Et;,NOH) to CHs-
CN solutions of a-TOH immediately induces the forma-
tion of the phenolate anion (a-TO™),'3"!5 which can be
oxidized in two sequential one-electron steps to also form
o-TO™ (eqs 5 and 6; Scheme 1, pathway 3). Et;NOH is
commercially available as aqueous solutions, but small
aliquots can be dried under vacuum to produce solid
samples with a low water content.'*!> a-TO™ is easier to
oxidize than o-TOH by approximately —1.5 V, resulting
in a substantial shift in potential of the voltammetric
process and a decrease in anodic peak current due to a
change from a two- to a one-electron oxidation process
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Scheme 2. Intermediate Products Produced by Chemical Oxidation of o-TOH with 2N0*+'6 or Ag,0%!

O

+ 2NOSbFg
SbFg™ + "HSbFg" + 2NOg
o "HSbF4" = [CH3;CNH]*SbF4~ or
[CH,CIoH]*SbFg~
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’4 e-
-1e- - H+
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(@] (@] e)
R R R -1e-
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"|’_||-| CH2
+ Ag,0 (or Bry) hl +H,0
(0] (¢}
R R

(Figure 1, blue line). Only a small cathodic peak is detected
when the scan direction is reversed at slow scan rates
during the oxidation of a-TO~ to a-TO* (Figure 1, blue
line) because the phenoxyl radical is relatively unstable
(eq 10). The voltammetric behavior observed for o-TOH
in the presence of base is typical of most phenols, which
are easily deprotonated to form the phenolate anions that
are easier to oxidize than their corresponding phenols by
ca. 1—2 V.13_15‘23‘27'28

2.1.4. Model Compounds. It was found that substitut-
ing the R group in Scheme 1 for a methyl group ((CHs)o-
TOH) 216718 to form the simpler o-TOH model compound
resulted in no change to the electrochemical behavior;
thus the electrochemical responses shown in Scheme 1
are independent of the phytyl chain (and, therefore, not
influenced by chirality effects). Some subtle differences
were observed in the cyclic voltammetric behavior of the
water-soluble analogue (COOH)o-TOH (Scheme 1), but
electrolysis experiments (in organic solvents) indicated
that the carboxylic acid derivative also underwent the
same transformations as a-TOH.!®!7 Chirality effects are
known to be very important in the biological function of
vitamin E (since (R,R,R)-a-tocopherol is the most active),
possibly by controlling a specific orientation adopted by
o-TOH within the phospholipids.3

2.1.5. Long-Term Oxidation Products. Most prepara-
tive scale oxidative experiments conducted on vitamin E
have been performed under conditions where none of the
species in Scheme 1 were likely to be stable and resulted
in a variety of products whose identities depended on the
exact experimental conditions.?® Furthermore, most long-
term oxidation products are not readily converted back
to vitamin E simply by reversing the applied potential, as
occurs readily for the species in Scheme 1. One exception
to this is a study that identified an o-quinone methide
intermediate via oxidation of a-TOH in CH,Cl, at —78 °C
with Ag,0.33! The o-quinone methide was only stable for
<10 s but could reportedly be converted back to o-TOH
under reducing conditions.3!
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It is possible that the oxidative mechanism to account
for the formation of the o-quinone methide also occurs
via the phenoxonium cation (Scheme 2) although other
nonradical reactions are also feasible. It is surprising that
oxidation with Ag,O (or Br,) results in the formation of
the o-quinone methide,?*3! while oxidation with 2NO™" in
CH3CN or CH,Cl, results in the formation of the phenoxo-
nium cation'® (which is stable in the absence of water and
much more stable than the o-quinone methide). The
reason for the immediate transformation of the phenoxo-
nium cation to the o-quinone methide in the presence of
Ag,0 or Br, may relate to the byproducts of the oxidation
reaction (presumably HO™ or Br™) reacting immediately
with a methyl proton, which would need to be at least
slightly acidic (Scheme 2).

2.2. Electrochemistry of -, y-, and 6-TOH. Voltam-
metric experiments have recently been performed on all
the tocopherols under the same conditions as o-TOH.!?
It was found that g-TOH, y-TOH, and 6-TOH undergo
exactly the same mechanism as o-TOH (Scheme 1) with
the most significant difference relating to the stability of
the phenoxonium cations. Where a-TO" is stable in dry
CH;CN for at least several hours (longer at low temper-
atures), 5-TO" is stable for several minutes, while y-TO*
and 0-TO™" are stable for <1 s. Therefore, there is at least
a 10* difference in stability between the different phe-
noxonium cations, demonstrating a significant difference
in the oxidative behavior of the tocopherols beyond their
proposed antioxidant functions. The 10* difference in
stability of the phenoxonium cations can be compared
to a <10-fold difference in the rates of reaction in eq 1
among all the tocopherols, which were measured in
organic solvents.!

It is presently not clear why a-TO* and S-TO" have a
much longer lifetime in solution than y-TO" and 6-TO".
Both a-TO" and 5-TO™ contain a methyl group in position
R, (Chart 1), which interestingly is the group that reacts
to form the o-quinone methide. It is also uncertain
whether the phenolic methyl groups increase the stability
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of the phenoxonium ions by a steric (by inhibiting
reactions with potential nucleophiles) or electronic mech-
anism, since other phenols that contain bulky or electron-
donating groups around the aromatic ring do not neces-
sarily form stable phenoxonium cations when they are
oxidized. It is thought that the kinetic stability of the
individual phenoxonium cations (o, 3, ¥, and 9) is a prop-
erty of the phenoxonium ions and not due to variations
in the reactivity of the intermediate phenoxyl radicals. This
conclusion is based on oxidative experiments performed
in acid conditions (Scheme 1, pathway 1; eqs 3, 4, and 9),
which still resulted in the -, y-, and d-phenoxonium
cations being unstable, even though their method of
formation did not go through their intermediate phenoxyl
radicals (Scheme 1, pathway 2; eqs 3, 8, and 6).!7

2.3. Spectroscopic Characterization of Oxidized Com-
pounds. A variety of spectroscopic data now exist for the
compounds in Scheme 1, except for the dications, which
have only been identified by cyclic voltammetry experi-
ments.'>!517 UV—vis spectra of the cation radicals of all
the tocopherols measured in CH,Cl, with 1 M CF;-
COOH'™'7 or CH3CN with 0.1 M CF;SOsH!'® display two
strong bands at ~22 000 cm™! (with a shoulder) and 33 000
cm™ !, The UV—vis spectrum of a-TOH** was also obtained
by pulse radiolysis experiments in hexane.3> The UV—vis
spectra of a-TO" (and model compounds) and 3-TO" were
similar to the cation radicals with absorbancies around
22 000 and 33 000 cm™!, but the intensities and shapes of
the bands were different.'>!%17 Solutions of the phenoxo-
nium cations were a vibrant orange/red color, while the
cation radicals appeared dark green at high concentrations
(millimolar) and pale yellow at very low concentrations
(micromolar). a-TO* shows characteristic bands in the
UV—vis at 23 500 and 24 500 cm1.2533

o-TO* has been extensively characterized by electron
paramagnetic resonance (EPR) spectroscopy with all the
hyperfine coupling constants assigned.!*?>3435 The equi-
librium in eq 8 shifts toward the protonation reaction in
CH,Cl, compared with that in CH3CN; thus the cation
radical has some stability in pure CH,Cl,.!>1617 Therefore,
chemical oxidation experiments performed in CH,Cl, at
low temperatures have allowed the EPR spectra to be
obtained of the cation radicals of all the tocopherols,3%37
as well as EPR spectra obtained in acidic CH;CN and CH,-
Cl, conditions.!21517

The infrared spectra of a-TO*, (CH3)a-TO*, and
(COOH)a-TO" have been obtained in CH3CN, either by
electrochemical oxidation of the starting materials'>!? or
by chemical oxidation with NO*.1® The phenoxonium
cations show three strong bands in the carbonyl region
at 1605, 1650, and 1670 cm™!, which molecular orbital
calculations predict correspond to an asymmetric C=C
ring stretch, a symmetric C=C ring stretch, and a C=0
stretch.’® An infrared spectrum was obtained of (CHj)o-
TOH** in CH,Cl, containing 1 M CF;COOH, which was
very similar to the spectrum of the starting material with
no absorbancies detected in the carbonyl region (1500—
1800 cm™!).!” A resonance Raman study on (COOH)a-
TOH™ in aqueous acid solution detected a single strong

FIGURE 2. ORTEP plot for the molecular structure of (CH3)a-TO*
(crystallized with the [B(CsFs)s]~ counteranion). Thermal ellipsoids
are drawn at the 50% probability level and hydrogen atoms are
omitted. Modified from ref 18.

band in the 1300—1800 cm™! region at 1620 cm™!, which
was assigned to a C=C ring stretching mode.*®

A sample of (CH3)o-TO" in CH3CN at 233 K was charac-
terized by 'H and '*C NMR spectroscopy.'® The quaternary
carbon (G, in Figure 2) shifted from 73.1 ppm in the neutral
molecule to 99.9 ppm in the cation, with the large down-
field shift consistent with increased positive charge on C,,
suggesting that the chromanol structure is important in sta-
bilizing the phenoxonium cation.!'®!® The 'H and '*C NMR
spectra were obtained of the o-quinone methide (Scheme
2), which was trapped with N-methylmorpholine-/N-oxide.?!

The crystal structure of (CH;)a-TO™, stabilized with the
non-nucleophilic B(C¢Fs)s~ and CB;;HeBrg~ anions, has
recently been obtained confirming the phenoxonium
structure of the cation (Figure 2).!® The C;,—0;, C,—Cs, and
Cs—Cg bond lengths in (CH3)a-TO" are typical of com-
pounds with a quinone structure and the C,—0, bond
length in (CH3)a-TO" is between what is expected for a
single and what is expected for a double bond. The Cy—
O, bond length in the phenoxonium cation (1.520 A) is
longer than that expected for a C—O single bond (1.44 A);
thus, the high stability of the phenoxonium cation can
be rationalized by the chromanol ring maintaining struc-
tural integrity around Cy despite the long and, therefore,
weak Cy—O, bond.

2.4. Concerted versus Consecutive Reactions. If a chem-
ical reaction occurs simultaneously to an electron-transfer
step, the process is termed a “concerted” single-step reac-
tion, whereas a “consecutive” or “gated” process involves
the transformation (such as isomerization) or chemical step
(such as proton transfer) occurring after (or before) the
electron transfer.®® The one-electron oxidation of o-TOH
to a-TOH** (eq 3) followed by the loss of a proton to form
o-TO" (eq 8) occurs via a consecutive process. This conclu-
sion is based on spectroscopic measurements (EPR, UV—
vis, and attenuated total reflection—Fourier-transform IR
spectroscopy (ATR—FTIR)),'>'>17 which unambiguously
identified the cation radical, confirming it has substantial
stability (in dry acidic conditions, it is stable for at least sev-
eral hours). However, it has been assumed that the proton-
transfer reaction only occurs through the phenolic hy-
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drogen atom. It is possible that the initial proton loss in
the cation radical or dication occurs through one of the
methyl groups adjacent to the OH group, with subsequent
tautomerization to reprotonate the methyl group. Such a
process would not be easily voltammetrically detectable
if it occurred very quickly, in a concerted fashion. Volta-
mmetric experiments on phenols containing amine groups
in the ortho-position (which allow hydrogen bonding to
the nitrogen) have concluded that the one-electron oxida-
tion occurs through a concerted process.?**! Therefore,
the electron—proton transfer mechanism that occurs
during the oxidation of phenols needs to be ascertained
on a case-by-case basis, preferably by correlating a range
of voltammetric and spectroscopic techniques.

It is not clear whether the formation of the phenoxo-
nium cation via oxidation of the cation radical to the
dication (eqs 4 and 9) occurs through a concerted or
consecutive mechanism, since there is presently no
spectroscopic data confirming the identity of the dication.
Some uncertainty also remains in the case of eq 1 as to
whether a simple hydrogen atom transfer reaction occurs
or additional chemical and electron-transfer steps are
involved. A series of reactions not involving direct hydro-
gen atom transfer have been proposed to account for the
reaction between a-TOH and superoxide, O, (which also
forms o-TO*).!® Superoxide is a reasonably powerful
reducing agent (E° = —1.23 V vs Fc/Fc* in CH;CN") and
nucleophile, so its ability to react with o-TOH to form the
“oxidized” product, o-TOr, is very interesting.

2.5. Using Cyclic Voltammetry To Determine Anti-
oxidant Capacity. It has been suggested that cyclic
voltammetry experiments can be useful for measuring
antioxidant capacity in phenols,*>*3 although such a
procedure is flawed for two reasons. First, the accepted
mechanism for antioxidant activity involves the formation
of TO* and occurs through eq 1, which is a hydrogen atom
abstraction mechanism and not necessarily an oxidation
process. TO* can form by an oxidation reaction, but it must
occur either through the starting material being oxidized
to the cation radical, then losing a proton (concertedly or
consecutively; Scheme 1, pathway 2; under those condi-
tions TO* should be immediately further oxidized) or
through the one-electron oxidation of the phenolate anion
(Scheme 1, pathway 3). Second, the peak potentials
measured by voltammetry during the oxidation of phenols
do not necessarily correspond to the formal potentials
because they are affected by homogeneous proton-
transfer reactions that accompany the heterogeneous
electron-transfer steps. In some circumstances, it may be
possible to extract the electrode potentials via digital
simulation techniques,?* but it is still not clear how these
potentials relate to eq 1.

3. Concluding Remarks and Outlook

The electrochemical and spectroscopic data outlined in
this review indicate that there are other intermediate
forms of vitamin E that are worthy of consideration in a
biological context, in addition to the natural phenol (TOH)
and its phenoxyl radical (TO"). It is noteworthy that the

256 ACCOUNTS OF CHEMICAL RESEARCH |/ VOL. 40, NO. 4, 2007

Chart 2. a-Tocopherol Quinone

OH

mechanism in Scheme 1 is thought to be typical of the
general electrochemical behavior of all phenols.?*#* How-
ever, vitamin E appears to be unusual in the high
persistence of the cation radicals (of all the tocopherols)
in low acid conditions!”%:37 and the very high persistence
of the phenoxonium cation of o-TOH in pure CH3;CN or
CH,CL.15"18 It is also interesting that the transformation
between phenol and phenoxonium cation is completely
chemically reversible on the subseconds and hours time
scales (3C NMR experiments indicate that a-TO" is
formed in 100% yield) but only for the fully methylated
vitamer (a-TOH), which is also the form that is preferen-
tially retained in mammalian systems.561°

In the absence of acid, the electrochemically induced
transformation of a-TOH to a-TO™ (via the loss of two
electrons and one proton) occurs at approximately +0.5
Vvs Fc/Fct, which is sufficiently low to theoretically occur
within biological systems. The oxidation of o-TOH is
known to occur in vivo, with one of the products identified
as a-tocopherol quinone (Chart 2).*> Conversion of a-to-
copherol quinone back to a-TOH is not known to occur
in mammals.”> Since phenoxonium cations are thought
to be involved as intermediates in the oxidation of all
phenols,?# it is reasonable to propose that the long-term
oxidation products (such as a-tocopherol quinone) should
also be formed through reaction of the phenoxonium
cation intermediate. It has been speculated that the major
function of o-TOH in mammalian systems is to act as a
precursor to a-tocopherol quinone, which is then able to
function as a coenzyme.® It is highly unlikely that the
dication has any biological importance since it is only
observable as a transient in strongly acidic conditions and
requires a significantly higher potential to be formed via
one-electron oxidation of the cation radical (approxi-
mately +1.4 V vs Fc/Fc™).121517

The voltammetric and spectroscopic experiments that
were used to establish the identities of their cationic
species (Scheme 1) were all performed under conditions
where their stabilities were at the highest. For the trans-
formations in Scheme 1 to be important biologically, it is
necessary to determine whether the reactions can occur
within lipid bilayers, under conditions where the solubility
and stability of cationic complexes are likely to be
considerably less. Determining the location of vitamin E
within membranes has been an area of substantial theo-
retical and experimental interest.>* The general consensus
is that vitamin E adopts a highly specific orientation within
membranes with the hydrophobic phytyl chain pointing
into the lipid bilayer, and the hydrophilic phenolic head
positioned close to the aqueous interface. It is feasible that
with such an orientation, a cationic charge can be
stabilized by the penetration of a counteranion at the
aqueous—lipid interface or by the phosphate group itself.
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However, vitamin-E-based cationic compounds are also
reactive with water, so penetration of the chromanol head
out of the phospholipid membrane will significantly
decrease the stability of the phenoxonium ion or cation
radical. Future work on this project is, therefore, directed
at examining the oxidative behavior of vitamin E within
phospholipids using spectroelectrochemical methods.

The author thanks the Australian Research Council for the
award of a QEII Fellowship and the Research School of Chemistry
at The Australian National University for financial support.
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ABSTRACT

The biocoordination chemistry of antimony and bismuth has been
extensively investigated due to the historical use of these metals
in medicine. Structures of bismuth antiulcer agents and interactions
of Bi3* with proteins and enzymes, such as transferrin and
lactoferrin, the histidine-rich protein Hpn, and urease, have been
characterized. Sb>* is a prodrug and is bioreduced or activated to
its active form Sb3* intracellularly. Antimony binds to biomolecules,
such as glutathione, trypanothione, and nucleotides, and forms
binary and ternary complexes, which may allow it to be trafficked
in cells. These studies have improved our understanding of the
mechanism of action of bismuth and antimony drugs, which in
turn allows the future design of drugs.

1. Introduction

Both antimony and bismuth belong to the same group in
the periodic table, together with nitrogen, phosphorus,
and arsenic. Bismuth compounds have been used in
medicine for more than two centuries for the treatment
of Helicobacter pylori infection and other gastrointestinal
disorders.? Antimony-containing compounds are com-
monly used to treat parasitic infections such as leishma-
niasis, but drug resistance and side effects associated with
the use of these antimony compounds have aroused
concern.? This Account briefly summarizes recent progress
on the structures of group 15 metallodrugs and their
interactions with proteins and enzymes, which are of
fundamental importance in understanding their biological
activities at the molecular level.

2. Structure

Structures of Bismuth Subsalicylate (BSS) and Bismuth
Citrate. Bi3* is highly acidic in water (pKy; of ca. 1.5) and
has a strong tendency to form stable hydroxo- and oxo-
bridged clusters. Dimeric and polymeric structures are
commonly observed for bismuth complexes resulting from
the ligand engaging more than one Bi*" center and
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FIGURE 1. Structures of bismuth and antimony drugs: (A) the
octahedral arrangement of the Bi atoms in [BigO7(Hsal);3(Me;CO0)s]
with seven octahedral faces capped by an oxygen atom; (B)
structure of the dodecanuclear oxo-citrato bismuth cluster unit
[Bi120g(cit)g]'—; (C) the polyanionic chain of [Bilcit);Bil;*~ aggregated
from dimers | and Il under acidic conditions; (D) dimeric structure
of Sb3* tartrate. Color code: Bi, yellow; O, red; C, green; Sh, sky
blue.

behaving as a bridging ligand (e.g., O%", citrate), Figure
1A—C. The coordination number of Bi" is highly variable
(from 3 to 10), and the coordination geometry is often
irregular.*

Although bismuth subsalicylate (BSS), colloidal bismuth
citrate (CBS), and ranitidine bismuth citrate (RBC) have
been used as antiulcer drugs for decades, their structures
have only recently been reported. Several bismuth sub-
salicylate complexes have been synthesized and structur-
ally characterized by X-ray crystallography very recently.®
Salicylate ligands are coordinated to all bismuth atoms
via chelation, with extraordinary variations in binding
modes. The Big clusters in both [BigO-(Hsal);3(Me,CO)s]-
(MBQCO)Ls (Figure IA) and [BiggO44(HSﬁl)25(M€2CO) 15~
(H20),]:(Me,CO)s comprise a central Big octahedron
([BigOs]?*), a common building block of bismuth-oxo
compounds. Very short bonds in the oxide core (2.06—
2.09 A) and medium and long bonds resulting from
asymmetric coordination of the carboxylate groups are
found in these structures, with the coordination numbers
for bismuth being either six, seven, or eight.* The Big
cluster may aggregate to form Bisg clusters. Although stable
in organic solvents, these complexes may slowly hydrolyze
in aqueous solution to form a mixture of clusters, which
accounts for the poor solubility of BSS.

In contrast to BSS, both CBS and RBC are highly water
soluble, and their solubilities are dependent on pH and
ionic strength, ranging from around 1 g/mL in pure water
to 1 mg/mL at acidic pH and high ionic strength (e.g.,
in the stomach). They have been commonly used for the
treatment of peptic ulcers and H. pylori infections,
together with antibiotics, which has stimulated extensive
structural studies of bismuth complexes with (sub)citrate.
The empirical formula of CBS was previously reported as
K5(NH,)2[BigO3(OH)5(Hcit)4] in the Merck Index but has

* To whom correspondence should be addressed. Tel: (852) 2859-8974.
Fax: (852) 2857-1586, E-mail: hsun@hkucc.hku.hk.

VOL. 40, NO. 4, 2007 / ACCOUNTS OF CHEMICAL RESEARCH 261





Bioinorganic Chemistry of Bismuth and Antimony Ge and Sun

been revised to a less precise formula in the latest edition
to reflect its complicated polymeric nature.

By variation of the pH and the ratios of Bi** and citrate,
about ten different bismuth citrate complexes have been
obtained and characterized by X-ray crystallography. The
majority of these contain a complex of Bi** with a
tridendate citrate, which forms a stable dinuclear unit
[Bi(cit),Bi]?~, with additional OH~, O?>~, and H,O ligands.
These complexes are also characterized by a short Bi—O
(alkoxide) bond (ca. 2.2 A) and stereochemically lone pairs
of electrons from the Bi**. At neutral pH, both multi-
nuclear clusters and linear polymers are present through
citrate and oxo bridging. The dodecanuclear oxo-citrato
bismuth cluster [Bi;»Og(cit)g]'?~ unit (Figure 1B), which has
a symmetry of inversion, is composed of two [BigO4(cit)4]%~
cluster units.” The structure of [BigO4(cit)4]®~ is comparable
to that of [BisO4(OH)4]%", in which the four hydroxides are
substituted by the hydroxyl oxygen from each citrate. Both
clusters have almost an identical BigOg core, a common
basic building block found in bismuth-oxo compounds.
The Bi), cluster can further aggregate to form a mixture
of (Biin), (n =1, 2, ...) species in concentrated solutions
and upon dilution may dissociate or undergo hydro-
lytic decomposition to form smaller clusters such as
[BigO4(cit)4]%~ with the release of some citrate.

Structural studies of bismuth citrate under acidic
conditions (e.g., pH ~ 3) were made to understand the
possible pharmacokinetics as well as the composition of
the CBS and RBC species that may be present in the
stomach. These revealed that only linear polyanionic
complexes were obtained (Figure 1C).2° Interestingly,
three types of bismuth citrate dinuclear unit [Bi(cit),Bi]?~
were present with Bi---Bi distances ranging from 5.74 to
6.08 A. In these dimers, each Bi** is coordinated to three
oxygens from one citrate in a tridentate mode as well as
a doubly bridged terminal carboxylate group from another
citrate in the form of a four-membered chelate. The
coordination of each bismuth in one dimer (I) is comple-
mented by a monodentate oxygen from a citrate belonging
to the adjacent dimer (II) (Bi—O, 2.79 A) and one water
molecule (Bi—0, 2.45 A). The coordination numbers for
the Bi** centers in these dimers are seven and eight,
respectively. Unlike the arrangement found in other Bi®*-
citrate complexes, dimer II is vertically inserted between
two adjacent structural units (I). The assembly formed by
dimers I and II leads to the formation of not only a
“tetrameric unit” and subsequently a “linear polyanionic
chain” but also a two-dimensional network (sheet) and
3D structures, forming a large mesh with channels via
further cross-linking. In solution, the interconversion of
different bismuth citrate species can be observed by NMR.
Ligand exchange rates are relatively slow on the NMR time
scale at pH > 6.2 but become much faster at pH < 5.
When the pH is varied from neutral to acidic pH values,
CBS may rearrange from clusters such as [BigOg(cit)4]%~
and [Bi;;Og(cit)g]'>~ and linear polymer anions [Bi-
(cit),Bi]«?"", to sheets and 3D polymers (e.g., [Bi(cit),Bi]«>"~
or [Bi(cit),(Hcit)Bi]»>"") due to rapid ligand exchange. RBC
may adopt a similar bismuth citrate skeleton ([Bi(cit),-
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Bi]..>"") based on their similarities in chemical composi-
tions (Bi/cit= 1:1) and crystallization conditions (pH
3—4).9 These polymeric anions formed by sheets and
chains could be the potential “active species” of the
antiulcer drugs in the stomach and may be selectively
deposited on the ulcerous craters to form a “protective
coating”. Cleavage of the doubly bridged carboxylates
between the dimers by either citrate or water would lead
to singly bridged polyanionic species and to other low
molecular weight bismuth citrate species, which would
allow the metal to be taken-up by bacteria. The interaction
of these polymers with membrane surfaces may be
important to their bioactivity and bioavailability.

Using the linear polymeric [Bi(cit),Bi].>*~ chain as a
template, bismuth subcarbonate nanotubes with a diam-
eter of 4.0 + 0.5 nm have been prepared. Notably, these
nanotubes exhibited slightly higher antibacterial activities
(ICsp = 10 ug/mL) against H. pylori than CBS'° and may
provide a structural basis for the design and development
of future bismuth nanomedicines.

Antimony Structures. Sb®"-containing compounds,
such as sodium stibogluconate (Pentostam) and meglu-
mine antimonate (Glucantime), have been used clinically
against different forms of leishmaniasis. They are more
effective and 10-fold less toxic than their trivalent ana-
logues, although Sb°* is generally regarded as a pro-
drug, which is reduced or activated into Sb3* in vivo.!!
The precise molecular structures of stibogluconate and
meglumine antimonate have not been unambiguously
determined. It is commonly believed that the former is a
mixture of Sb>" and carbohydrate with apparent molecular
masses ranging from 746 (probably corresponding to a
dimer) to 4 kDa (polymeric species). The major species
of meglumine antimonate in aqueous solution is
Sb(NMG), (where NMG = N-methyl-p-glucamine) with a
formula mass of 507. However, a series of oligomers of
Sb>* and N-methyl-p-glucamine have also been observed
with the general formula Sb,(NMG),+; or Sb,(NMG), (n
= 1—4),'2 which exist in equilibrium in solution.

The clinically used trivalent antimony agent, potassium
antimony(Ill) tartrate, is a dimer.!® Each antimony coor-
dinates in a bidendate mode to four oxygens from each
of the two tartrate ligands (Figure 1D). The coordination
geometry of Sb3* is distorted pseudo-trigonal bipyramidal.
In solution, both monomers and dimers exist in equilib-
rium with monomers being the major species at higher
pH values.

3. Interactions of Antimony and Bismuth
Compounds with Biomolecules

Bismuth Binding to Proteins. Transferrin comprises a
family of large (~80 kDa) non-heme glycoproteins with
the principal biological function of ferric iron binding and
transportation (with the exception of melanotransferrin).!
Serum transferrin has the role of carrying Fe3* from the
site of intake into the blood plasma and tissues by
endocytosis of the diferric protein in association with
transferrin receptor. It is also likely to be involved in the
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FIGURE 2. (A) 125 MHz C NMR spectra of hLF (1.2 mM, 50% H,0,
pH* 7.4) in the presence of 10 mM H™®CO;~ with the addition of 0,
1, or 2 molar equiv of Bi(NTA) (from bottom to top), (B) X-ray structure
of the Fe,—hLF (PDBID, 1BOL) with the two lobes labeled as N- and
C-lobes and the Fe®" ions (as balls) highlighted, and (C) the Fe®"
binding site in the N-lobe of lactoferrin. Adapted from ref 17.

delivery of other metal ions including therapeutic, radio-
diagnostic, and toxic ions.!® The strength of metal binding
to transferrin was found to simply correlate with the metal
acidity. A related protein, lactoferrin, is believed to serve
mainly as a bacteriostat by chelating iron, a metal es-
sentially required for the growth of microorganisms.
Lactoferrin binds Fe3* with an affinity 100-fold higher than
that of transferrin.'® However the rates of uptake and
release of the metal by lactoferrin are much lower than
for those of transferrin.!*

Bi** binds strongly to the iron binding sites of human
transferrin (hTF) and lactoferrin (hLF), both in the N- and
C-lobes, along with either carbonate or oxalate as the
synergistic anion.'”'® Qur NMR data suggest that binding
of Bi** occurs preferentially in the C-lobe of transferrin.
In contrast, there is no site preference for the binding of
Bi** to human lactoferrin, as demonstrated by the simul-
taneous increase in the intensity of the bound carbonate
signals at 165.9 and 165.2 ppm, Figure 2. The relatively
large difference in chemical shifts indicates that the two
bound carbonates in lactoferrin are in slightly different
environments in each of the two lobes, in contrast to what
is found in human transferrin. Similar to Fe®*, the binding
of Bi** to human lactoferrin is reversible with a half-
dissociation pH (pHi/,) of 5.2. Significantly, the Bi,—hLF
complex blocks the uptake of *Fe,—hLF into rat IEC-6
cells, indicating that Bi**-loaded lactoferrin is recognized
by the protein receptor and can be taken-up into the cells
via a “receptor-mediated endocytosis” process.!” Since
lactoferrin is known to be present in significant amounts
in the stomach secretions of patients with gastritis, Bi**
may therefore interfere with iron metabolism in bacteria.
The accumulated intracellular Bi** may then interact with
proteins and enzymes in bacteria.

The neurotoxicity associated with the use of bismuth
drugs is generally diagnosed by the detection of bismuth
in blood, plasma, or serum.!? In blood, bismuth is thought
to be primarily present in the red blood cells, with the
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FIGURE 3. Distribution of Bi** among components of normal human
serum (bottom) and human serum in the presence of elevated
transferrin (top). The solid line and dotted lines represent the
chromatogram of human serum separation by an anion-exchange
column and bismuth profile (%). Adapted from ref 21.

remaining portion found in serum and plasma.?® The
binding of Bi** to serum transferrin in the presence of a
large excess of albumin and even in blood plasma itself
can be directly monitored by NMR using isotopically
labeled protein. Bi** binds to transferrin even in the
presence of a 10-fold excess of serum albumin. This occurs
despite the presence of a free thiolate group at Cys34,
which would be expected to have a higher affinity for Bi®*
than oxygen and nitrogen ligands.!® This clearly suggests
that the accessibility of the potential target site(s) for
metallodrugs (e.g., Bi**) is of key importance. The Bi3*-
induced changes in shifts of the 'H/!3C resonances of the
labeled transferrin are similar to those induced by Ga®*
and Fe®*, suggesting that there are similar conformational
changes.

In agreement with the NMR study, competitive binding
studies between Bi** and human albumin and transferrin
monitored by fast protein liquid chromatography (FPLC)
and inductively coupled plasma mass spectrometry (ICP-
MS) showed that >70% of bismuth is associated with
transferrin even in the presence of 13 molar equiv of
albumin (Figure 3).2! Bismuth was found to bind to
albumin only when iron-saturated transferrin was used.
Therefore, transferrin is probably the major transporter
of Bi** in blood plasma, indicating that it plays an
important role in the pharmacology of bismuth.

Bi®" Inhibition of Enzymes. Pathogenic microorgan-
isms such as H. pylori produce large amounts of enzymes,
and enzyme inhibition has long been thought to play a
critical role in the activities of bismuth antiulcer drugs. It
has previously been demonstrated that bismuth drugs
inhibit several enzymes from H. pylori, for example,
cytosolic alcohol degydrogenase (ADH),?? ATPase, and
urease.?® The zinc-containing enzyme ADH is responsible
for the oxidation of alcohols to acetaldehydes, which are
toxic to mucosal cells. Kinetic analyses have shown that
Bi3* (as CBS) acts as a noncompetitive inhibitor of yeast
alcohol dehydrogenase. Bi3* binds to thiolate groups on
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FIGURE 4. K. aerogenes urease inhibition by Bi(EDTA): (A) double
reciprocal plots of wild-type K. aerogenes urease inhibition by
Bi(EDTA); (B) kinetics of the inhibition of the wild-type and active
C319A mutant K. aerogenes urease by 2 mM Bi(EDTA) in 50 mM
Hepes at pH 7.0; (C) the active site of the enzyme with the cysteine
highlighted. Adapted from ref 26.

the enzyme as evidenced by the increase in absorbance
at 350 nm upon addition of Bi**.?* The interaction between
Bi3* and the enzyme exhibits biphasic behavior, and only
one of the two Zn?" ions can be substituted by Bi**. Since
the inhibition is noncompetitive, it likely replaces the Zn?*
at the structural site, which is coordinated to four cysteine
residues. Interestingly, the binding of Bi** to the enzyme
gradually promotes enzyme multimer dissociation, favor-
ing the formation of a dimer, rather than its native
tetrameric arrangement.?*

Urease in H. pylori is essentially required for coloniza-
tion of the gastric mucus and for the survival of the
bacterium under highly acidic conditions. It catalyzes the
hydrolysis of urea to ammonia and carbon dioxide, which
helps to maintain the periplasmic pH value at ca. 6.2.
Urease has long been regarded as a potential target for
antiulcer drug design. Bismuth complexes are found to
efficiently inhibit the enzyme.?® Since ureases have highly
conserved sequences, the three-dimensional structures
and the active site (dinuclear nickel center), the inhibition
of Jack bean urease by various bismuth complexes has
been investigated. RBC has been shown to act as a
noncompetitive inhibitor with a K value of 1.17 mM, while
Bi(EDTA) and Bi(Cys); are competitive inhibitors with
similar K; values to RBC.26 The decrease in free thiolates
by 12 and 6 per hexamer (i.e., 2 and 1 per monomer) upon
incubation of Jack bean urease with RBC and Bi(EDTA),
respectively, suggested that Bi** ions are possibly bound
to exposed cysteine residues on the enzyme. Bi3* (as
Bi(EDTA)) reversibly inhibited the urease from Klebsiella
aerogenes. Incubation of the wild-type enzyme with Bi®*
led to a first-order decrease in enzyme activity (Figure 4).
The significant decrease in the rate of inactivation of the
catalytically active C319A mutant of the bacterial enzyme
(5.04 x 107* min™!) under identical conditions, as com-
pared with the wild type (9.95 x 1073 min™!), clearly
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FIGURE 5. Hpn, a nickel-storage protein in H. pylorii (A) amino
acid sequence of Hpn with the histidine residues and cysteine pairs
highlighted; (B) Hpn binds to Cu%*, Ni?*, Zn?*, and Bi¥*; (C) Hpn
protects E. coli cells from the extracellular Bi** ions.

indicated that urease inactivation is mainly due to the
interaction of Bi** with Cys319 (Figure 4B,C). This residue
is conserved in ureases from several species and is located
on a flap at the entrance to the active site. Binding of Bi3*
to this residue may seal the entrance to the active cavity.

Nickel is important for the survival of H. pylori, and a
constant supply of nickel ions is required for the synthesis
and activity of the urease and hydrogenase. However, high
concentrations of nickel ions are toxic. H. pylori synthe-
sizes an unusual histidine-rich cytoplasmic protein (28
histidines out of 60 aa), Hpn, which may play a role in
the storage of nickel ions and shares some similarities to
the Zn?*/Cu™ storage protein metallothionein. The tran-
scriptional synthesis of Hpn is upregulated by the nickel
regulatory protein (NikR) in the presence of excess of
nickel. H. pylori strains containing an hpn knock-out gene
are 4-fold more susceptible to Ni?* and Bi** than the wild-
type strain, indicating a potential role of the protein in
alleviating the toxicity by sequestering excess intracellular
metals. Hpn exists as a multimer, with a 20-mer being the
predominant species in solution. It binds around 4.8 +
0.2 Ni*?* and 3.8 £ 0.2 Bi*" ions per monomer with
moderate strength (Ky of 7.1 and 11.1 uM, respectively),
Figure 5.7 Importantly, Ni** binding is reversible: the
metal being released from the protein either in the
presence of a chelating ligand such as EDTA or at a slightly
acidic pH (pH,,» ~ 6.3). At [Bi**] > 30 uM, Escherichia coli
BL21 cells with the hpn gene on a pET plasmid were found
to grow slightly better upon addition of isopropyl-f5-D-
thiogalactopyranoside (IPTG) than those without, and cells
without the hpn gene grew much slowly than those with
hpn, Figure 5C. Strains with and without hpn similarly
exhibited different growth rates in the presence of Ni**.
In contrast, comparable cell growth was observed in the
presence of Cu?" and Zn?*. This suggests that Hpn may
be involved in nickel storage and homeostasis.

Sb5* Binding to Nucleotides. Both Sb5* and Sb3* have
been shown to form complexes with the ribose moiety of
nucleotides.?**° Combined with the fact that Sb>" under-
goes a relatively slow reduction in parasites, this indicates
that the formation of antimony—nucleotide complexes is
possible in vivo. Sb5" forms relatively stable 1:1, 1:2, and
1:3 complexes with nucleotides containing vicinal cis-
hydroxyl groups (e.g., adenosine, cytidine, guanosine,
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uridine, and AMP) under physiological conditions.?! Stable
mono- and bisadducts of Sb>* are formed with guanosine
5'-monophosphate (5'-GMP) and guanosine 5'-diphospho-
D-mannose through binding to the deprotonated hydroxyl
group (—0O") of the ribose moiety, with the monoadduct
kinetically and thermodynamically favored.?? Oxygen at-
oms from water molecules may be involved in complex
formation. The rate of formation of the monoadducts
(Sb(5'-GMP) and Sb(5'-GDP-mannose) is 10-fold faster
than that of the bisadducts (Sb(5'-GMP), and Sb(5'-GDP-
mannose),). The preferential formation of monoadducts
suggests that the nucleotides may act as carriers mediating
the transport of Sb>" into parasites, for example, via the
lipophosphoglycan (LPG) transporter.

Reduction or Activation of Pentavalent Antimony. As
noted above, it has long been thought that Sb®" is a
prodrug and is bioreduced to Sb3*, the active form of the
drug.?® Reduction occurs preferentially in amastigotes,
which are more sensitive to stibogluconate than promas-
tigotes.

Low molecular weight (LMW) thiols such as gluta-
thione have been shown to reduce Sb°*.3* However, this
process is too slow to be biologically significant. Rather
than glutathione, trypanothione (T(SH),) is the most
important LMW thiol inside Leishmania species and is
involved in the maintenance of cellular redox homeostasis
together with trypanothione reductase.?® Surprisingly,
T(SH), has been found to rapidly reduce Sb>* to SbT,
particularly under acidic conditions and at slightly el-
evated temperature (k = 4.42 M~! min~! at pH 6.4, 310
K).3637 Because amastigotes have a lower intracellular pH
and a higher temperature, the rapid reduction of Sb>* by
the T(SH), is more favorable in amastigotes compared
with promastigotes. However, the physiological relevance
of this observation required further analysis because
promastigotes contain higher intracellular concentrations
of T(SH), and GSH than amastigotes;* intracellular pH
values are maintained at pH values close to neutral and
are independent of external pH during both stages.*® Both
can take up Sb®" and Sb3*.40

To date, two enzymes have been found to be able to
catalyze the reduction of Sb®" to Sb**. LmACR2, from
Leishmania major, is the first identified metalloid reduc-
tase with a physiological role in drug activation.*! It is able
to reduce both arsenate (As°") and antimonate (Sb>") but
is more efficient at reducing antimonate, with a reduction
rate of around 33 and 10 nmol-mg~!*min~! for Sb®" and
As5t, respectively, in the presence of glutaredoxin and
GSH.

Another enzyme that is possibly involved in Sb°*"
reduction is a thiol-dependent reductase (TDR1) that uses
glutathione as the reductant.?? The reduction rates for
stibogluconate and meglumine antimonite are 6.3 and 1.4
uM-min~!, respectively. Expression of TDR1 in amastigotes
is around 10-fold higher than that in promastigotes, which
may explain the higher sensitivity of amastigotes to Sb°*-
based antimonials compared with promastigotes. How-
ever, this does not exclude additional reductions by the
host macrophage.

(A)

FIGURE 6. (A) Solution structure of SbhT(S), with a bound water
molecule noted, (B) overall structure of the ArsA ATPase with the
novel trinuclear Sb3* cluster highlighted (PDBID, 1F48), and (C)
coordination of Sh3* at the active site. Each metal is bound to two
residues from the protein and one chloride—C172 and H453, H148
and S420, and C113 and C422. Adapted from refs 44 and 45. The sky
blue and purple balls represent Sb3* and CI-, respectively.

Interaction of Sb3" with T(SH), and ArsA. Both arsenic
and antimony are classified as semimetals. The trivalent
antimony is a borderline metal ion and has a high affinity
toward thiolate sulfur-, oxygen- and nitrogen-containing
ligands. Its antileishmanial action is likely to be related
to its interaction with thiolate- and nitrogen-containing
proteins and enzymes. Sb** forms stable complexes with
glutathione and trypanothione with a stoichiometry of
Sb(TS,;) and Sb(GS)3.** Spin—echo NMR studies have
shown that the uptake of Sb®" (as potassium antimony
tartrate) into red cells and its complexation with the
intracellular glutathione occurs rapidly (¢, of minutes).
Due to the presence of two isotopes with similar natural
abundance ('?'Sb/'?3Sb = 57.25:42.75), characteristic peaks
can be observed in electrospray ionization (ESI)-MS
spectra upon antimony binding to biomolecules (Figure
7). Strong binding of Sb3* to trypanothione was examined
by NMR and ESI-MS, together with FPLC. Surprisingly, a
Sb(TS,) complex was formed with the Sb3* binding affinity
being 100-fold higher than that in Sb(GS); (pM = 24.5 and
22.1 respectively), probably due to the chelation and a
slightly lower pK, value (~7.4).* In contrast to the
glutathione complex, Sb3* coordinates to only the two
thiolates groups of the cysteine residues and to one oxygen
from a water molecule (Figure 6A). Strong H-bonding
between the bound water molecule and the carboxyl
oxygen stabilizes the Sb(TS,) structure. Similar to the
coordination of Sb3t/As®*" in the ArsA ATPase, the Sb(TS,)
complex can be regarded as an intermediate, and the
coordination of a non-protein/peptide ligand may allow
it to be more readily replaced by other donor atoms (e.g.,
thiols). Indeed, both NMR and ESI-MS experiments have
confirmed that a ternary complex is formed upon addition
of N-acetyl-cysteine and glutathione, suggesting that the
initial (H,0)Sb(TS,) complex changes to (L)Sb(TS,), where
L is glutathione or possibly even an enzyme.
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FIGURE 7. (A) ESI-MS spectra of Sh(TS;) (bottom) and Sh(TS,) after
addition of glutathione (top) and (B) the proposed molecular
mechanism of action of antimonial compounds against Leishma-
nia: uptake of Sb® into parasites; intracellular reduction or
activation of Sb%" to Sb3*; binding of Sb®" to T(SH), followed by
enzyme targeting or being pumped out by an ATP-coupled trans-
porter. Adapted from ref 36.

The structure of Sb3* with ArsA ATPase has recently
been solved by X-ray crystallography.*® This has consider-
ably improved our understanding of the active extrusion
of metals, a common mechanism underlying detoxifica-
tion of heavy metals, drugs, and antibiotics in bacteria,
protozoa, and mammals. In E. coli, the ArsAB pump,
which consists of a soluble ATPase and a membrane
channel (ArsB), provides resistance to both arsenite (As*")
and antimonite (Sb®*). The ArsA ATPase is composed of
homologous N-terminal (A1) and C-terminal (A2) halves
(Figure 6B), both of which have nucleotide binding
domains (NBD). NBDs are located at the opposite end of
the molecule with respect to the allosteric site. One
interesting characteristic of the ATPase is that it is
activated upon the binding of Sb3* or As®**, the same ion(s)
transported by the ArsAB pump. Surprisingly, a novel
trinuclear Sb** cluster was found to be located at the
interface between the two halves of the protein complex
(Figure 6B,C). Each of the three Sb3* coordinates to three
donor atoms, two of them from the protein residues with
one donor atom (ligand) from each domain and one from
a nonprotein ligand (Cl7). Sb3" coordinates to either
thiolates or nitrogen groups, for example, Sb; to Cys113
(A1) and Cys422 (A2) and Sb, to Cys172 (Al) and His453
(A2), or nitrogen- and oxygen-containing groups, for
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example, His148 (A1) and Ser420 (A2). The binding of Sb3*
(or As®") brings together the two domains of the enzyme.
Similar to the (H,0)Sb(TS,) complex, the coordination of
the nonprotein ligand (e.g., CI") may allow the Sb3"/As3*
to be more readily replaced by other thiolates, facilitating
their transport.

Despite the fact that Sb3" binds strongly to thiolate
sulfurs, these complexes are kinetically labile toward
thiolate ligands such as glutathione and trypanothione.
The rate of exchange of trypanothione or glutathione with
Sb3* is pH dependent, being slower at lower pH values
(5—10 s~ ! at pH ~ 4) and considerably faster at pH 7 (>500
s™! at pH = 7.4), as demonstrated by NMR measure-
ments.?® Importantly, exchange between the free and
bound forms in the ternary complex (Cys)Sb(TS,) was also
observed. Similar types of metal ion exchange among
thiolate sulfurs have been noted for other low molecular
mass ligands and proteins. Therefore, trypanothione may
act as a chaperone, delivering Sb*" via thiolate exchange
to target proteins and enzymes within the cell.

Modes of Action of Antimonial Compounds. Upon
uptake into cells, Sb>"-containing compounds are reduced
or activated to Sb3* either enzymatically or nonenzymati-
cally. Sb*" interferes with trypanothione metabolism in
drug-sensitive Leishmania parasites and forms a complex
with either glutathione*? or trypanothione.’¢ It may even
form a ternary complex between Sb3*, T(SH),, and a
monothiol ligand, for example, GSH ((GS)Sb(TS),). Com-
plexed Sb3*" may then inhibit enzymes such as trypano-
thione reductase. Simultaneously, Sb3" may also be ex-
truded by the As pump, although direct evidence of
cotransport of antimony and thiols is needed to verify this
hypothesis (Figure 7B).

4. Concluding Remarks

Recent structural studies of bismuth complexes indicate
that Bi*" has a variable coordination number, has an
irregular coordination geometry, and is strongly acidic.
The polymeric species such as [Bi(cit),Bi]..>"~ appear to
be the predominant forms of the Bi®" citrate antiulcer
drugs. Possible target sites for bismuth in proteins and
enzymes are likely to include both ferric iron sites (e.g.,
both O and N ligands in transferrin or lactoferrin) and
zinc and nickel sites (e.g., metallothionein and Hpn).
Inhibition of (metallo)enzymes by bismuth may play an
important role in the antibactericidal activity of bismuth-
containing drugs, and the inhibition is mainly ascribed
to its binding to the key cysteine residue(s) within the
enzyme.

The relatively nontoxic Sb>" may act as a prodrug, being
activated or reduced at or near the site of action both
enzymatically and nonenzymatically. Both Sb"(TS;) and
Sb'—ArsA ATPase complexes could act as intracellular
intermediates, and labile water or chloride ligands can
readily be replaced by a thiolate sulfur (e.g., cysteine) from
another molecule, resulting in the formation of a ternary
complex. The facile exchange of Sb®*—thiolate bonds may
be crucial for its transport within parasites and, more
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importantly, could be a common feature for metal traf-
ficking among different molecules in cells. Newly devel-
oped techniques (e.g., metalloproteomics) should help to
establish the molecular mechanisms underlying the anti-
microbial activities of bismuth and antimony in a more
comprehensive and efficient way and will aid the design
of better metallodrugs and novel agents for other thera-
peutic purposes.
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ABSTRACT

Phytochromes are sensory photoreceptors that, upon light irradia-
tion, can be transformed between an inactive and an active state.
The conversion is initiated by the photoisomerization of the
cofactor, a linear methine-bridged tetrapyrrole, followed by con-
formational relaxations of the chromophore and the protein matrix
that finally leads to the formation of the signaling state. To elucidate
the underlying molecular processes, resonance Raman spectro-
scopy combined with quantum chemical calculations constitutes
a powerful approach since it allows determination of the chro-
mophore structure in the various states of phytochrome. On the
basis of these studies, a molecular model for the photoinduced
reaction cycle is derived.

Introduction

Phytochromes constitute a family of plant photoreceptors
that regulate a variety of processes related to the growth
of plants including the germination of seeds, the formation
of leaves, and the time of flowering.! Although the various
functions have been well-documented on a phenomeno-
logical level for a long time, little is known about the
signaling pathways from the absorption of light to the
cellular responses. Plant phytochromes are large 124-kDa
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FIGURE 1. Reaction scheme of the photoinduced reaction cycle
of phytochromes including the approximate temperatures at which
the intermediate states can be cryogenically trapped.

proteins that include a light-sensing module in the N-
terminal part and a regulatory module in the C-terminal
region. The sensor module converts the light signal into
a conformational change of the protein and thus activates
the regulatory module, typically a histidine kinase domain,
which then initiates subsequent processes downstream in
various signal transduction cascades. Representatives of
the phytochrome family have also been discovered in
bacteria and fungi and here even the physiological func-
tion of the photoreceptor is yet enigmatic.?

Common to all phytochromes is that the sensor module
binds a linear methine-bridged open-chain tetrapyrrole
that upon light absorption undergoes a Z/ E isomerization
at the C—D methine bridge as the first step of the
interconversion between two stable states (Figures 1 and
2).3 These two states, denoted according to the absorption
properties of the chromophore as red-absorbing (Pr) and
far-red-absorbing state (Pfr), represent the nonactive or
active state of the photoreceptor, which, hence, can be
considered as an optical switch. The photoinduced reac-
tion cycle involves various intermediates that have been
detected in transient or low-temperature absorption
spectroscopy. The formation of the first intermediate
states (Lumi-R, Lumi-F) is associated with the chro-
mophore photoisomerization. Subsequent relaxation pro-
cesses linked to the formation and decay of the Meta states
also include the protein environment. These protein
conformational changes, which are still not identified,
constitute the structural basis for the activation and
deactivation of the photoreceptor. In this context, the
recently published three-dimensional (3-D) structure of
the Pr state is of utmost importance (Figure 3).% Although
the structure was obtained from a phytochrome deletion
mutant of Deinococcus radiodurans (DrBphP) that is not
fully photoactive, it provides a detailed picture of the
initial state of this phytochrome. However, the comparison
with results obtained in spectroscopic studies also raises
new questions. Specifically, the 3-D structure reveals a
chromophore geometry of the Pr state (ZZZssa) that is

* To whom correspondence should be addressed. Tel: +49-30-314-
21584. Fax: +49-30-314-21122. E-mail: andrea.mroginski@tu-berlin.de.
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FIGURE 2. Various phytochromes and their natural chromophores
phytochromobilin (P®B), phycocyanobilin (PCB), and biliverdin (BV).
The chemical differences between the chromophores are highlighted
in red. The tetrapyrroles are bound to a cysteine side chain via the
vinyl substituent of ring A. The geometry of the DrBphP cofactor is
revealed by the crystal structure,* whereas for phyA, Cph1, and Agp1,
the chromophore geometries are derived from the RR spectroscopic
data as discussed in this work.

different from that derived from resonance Raman (RR)
spectroscopy on plant phytochrome (ZZZasa).

This Account is dedicated to summarizing the current
state of RR spectroscopic research on phytochromes. We
will first outline the strategic concept of the combined
experimental and theoretical approach to extract struc-
tural data from the RR spectra. The second part focuses
on the determination of the methine bridge geometry and
protonation state of the tetrapyrroles in the various states
of phytochrome. On the basis of these results and the 3-D
structure data of DrBphP, we present a model for the
reaction mechanism of the photoinduced Pr to Pfr pho-
toconversion. Finally, we will point out methodological
developments that are relevant for future RR spectroscopic
analyses of phytochromes.

Strategy for Resonance Raman Spectroscopic
Studies of Phytochrome

To exploit the advantages of RR spectroscopy, the exciting
laser line must be in resonance with an electronic transi-
tion of the phytochrome chromophore, which, however,
inevitably induces the photoconversion. Thus, various
intermediate states may be accumulated in the laser focus
such that the resultant spectra are difficult to interpret.
For other types of photoreceptors such as retinal proteins,
this difficulty can be overcome by time-resolved RR
experiments.?® This approach, however, has not yet been
employed for phytochrome since large amounts of sample

FIGURE 3. Crystal structure of the chromophore binding domain
of DrBphP (top)* with the structure of the chromophore pocket
shown in an enlarged view (bottom), highlighting the BV chro-
mophore and the amino acids Asp207, Tyr176, and His260, corre-
sponding to Asp197, Tyr166, and His250 in Agp1.

and long measuring times are required due to the long
photocycle period.?

Thus, RR spectroscopic studies of phytochrome are so
far restricted to quasi-stationary conditions. In these
experiments, the degree of photoconversion can be mini-
mized by a second laser beam to drive the photoproduct
back to the initial state.!'®!! An additional drawback of RR
spectroscopic measurements in rigorous resonance with
the first electronic transition (Q-band at ca. 700 nm) is
the interference with fluorescence, which may largely
obscure the RR bands. This problem can be overcome by
employing the shifted-excitation difference technique that
allows reconstruction of the RR bands after subtraction
of the fluorescence background.!!

Alternatively, one may use excitation lines in resonance
with the second (nonfluorescent) electronic transition
(Soret band at ca. 400 nm)®!2 or near-infrared excitation
lines that are on the long-wavelength side of the Q-
band.”!3716 The 1064-nm line of the Nd:YAG laser is close
enough to the Q-band to achieve a (pre)resonance en-
hancement of the chromophoric bands that allows for an
effective discrimination of the Raman bands of the protein
matrix. Under these conditions, no photochemical pro-
cesses are induced by the excitation line such that “clean”
spectra of the parent states are obtained in single-beam
experiments. For probing the intermediate states, photo-
conversion is induced by an additional irradiation source
while keeping the sample at a sufficiently low temperature
to block the thermal decay of the desired intermediate
(Figure 1). This cryogenic trapping usually leads to a
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mixture of different states. Thus, residual spectral contri-
butions from the nonphotolyzed parent state or other
intermediates have to be subtracted from the measured
spectrum to obtain a pure spectrum of the target state.
Along this strategy, the RR spectra of all states of the
photoinduced reaction cascade of plant phytochrome
phyA (as depicted in Figure 1) have been measured.!314
The substantial differences between the RR spectra of the
various states reflect the structural changes of the chro-
mophore during the photoconversion. Extracting this
structure information from the spectra, however, repre-
sents a considerable challenge.

We have employed a dual strategy by combining
experimental and theoretical approaches. The experimen-
tal approach is directed to accumulate a large set of RR
spectroscopic data by extending the studies to recombi-
nant phytochrome adducts formed by wild-type proteins
and genetically modified variants from different sources
and various tetrapyrroles and their isotopomers.'*~18 The
manifold of adducts arises from the fact that different
members of the phytochrome family bind chemically
different chromophores (Figure 2). The theoretical ap-
proach is based on scaled quantum mechanical force
fields to calculate the Raman spectra for various tetrapy-
rrole geometries such that the comparison of calculated
and experimental spectra then permits the identification
of the chromophore structure in the respective phyto-
chrome states.!?

Quantum Chemical Calculations of Vibrational
Spectra

The quantum chemical calculation of vibrational spectra
of large molecules (~100 atoms) is restricted to the
harmonic approximation, which, as well as intrinsic
deficiencies of the methods, causes errors of the force
constants and thus distinct deviations of the calculated
frequencies from the experimental values. Since these
errors are largely systematic, scaling procedures can be
employed for compensation. A physically substantiated
method pioneered by Pulay and co-workers is based on
scaling of the force field itself,?® taking into account that
the intrinsic errors are slightly different for force constants
referring to different internal coordinates. This model
further assumes that the scaling factors are transferable
between different molecules with similar internal coor-
dinates. Thus, these scaling factors can be optimized for
a set of training molecules, for which a complete vibra-
tional assignment is straightforward. This set of global
scaling factors may then be extended to the molecules of
interest, that is., the target molecules, without further
adjustments.

On the basis of a variety of molecules, which represent
structural motifs of methine-brigded tetrapyrroles, we
have optimized scaling factors on the level of density
functional theory (DFT) with the B3LYP hybrid functional
and the 6-31G* basis.??? It was found that 11 different
scaling factors are required to achieve a satisfactory global
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FIGURE 4. Structural formulas of (a) HMPM, (b) monomeric PCBE
in the ZZZsss configuration, and (c) the DD PCBE dimer.

fit to the experimental spectra with a root-mean-square
deviation for calculated frequencies of ca. 10 cm™.

The protein-bound tetrapyrroles are likely to be in-
volved in a network of hydrogen bonds specifically via the
N—H groups of the pyrrole nitrogens. Therefore, specific
attention has to be paid to the effect of hydrogen-bond
interactions on the vibrational spectra, particularly in view
of the known deficiencies of quantum chemical methods
in treating hydrogen-bonded systems.?® In this respect, the
methine-bridged dipyrrole hexamethylpyrromethene
(HMPM) (Figure 4) is a particularly instructive example
since it (i) represents a model compound for the inner
pyrrole rings and (ii) undergoes different types of hydrogen-
bond interactions.?#?> Monomeric HMPM forms an in-
tramolecular hydrogen bond between the pyrrolenic and
pyrrolic nitrogens, which may be comparable in strength
to intra- and intermolecular hydrogen bonds in protein-
bound tetrapyrroles.?* The scaling factors for the N—H in-
plane bending (ip) and out-of-plane (oop) force constants
that are optimized for monomeric HMPM are, therefore,
adopted for the calculations of the chromophores in
phytochrome.! In HMPM dimers, the monomeric entities
are oriented perpendicularly to each other and held
together via intra- and intermolecular bonds. Here, force
constant scaling is not sufficient for a satisfactory descrip-
tion of the vibrational spectra.?® Instead, intra- and
intermolecular coupling constants in the force field re-
quire some adjustments that are not transferable to other
molecules. However, this failure of the force field scaling
approach appears to be restricted to the rather unusual
nonplanar hydrogen-bond geometries.

For molecules as large as tetrapyrroles, the number of
normal modes is so high that an unambiguous assignment
of the RR bands solely based on the comparison with the
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calculated frequencies is not possible. Additional assign-
ment criteria are required, which can be provided by
calculated band intensities. These calculations are straight-
forward for Raman and IR intensities and allow for a
semiquantitative prediction of the experimental intensi-
ties. Calculations of RR intensities are significantly more
demanding. We have therefore evaluated the costs and
benefits of RR intensity calculations using HMPM as a test
molecule.?8 A particularly promising concept combines
quantum mechanical methods with the use of experi-
mental data. Within the framework of the so-called
transform theory, the frequency dependence of the scat-
tering tensor is obtained by the Kramers—Kronig trans-
formation of the absorption band,?” while the electronic
transition dipole moments as well as the excited-state
geometries are calculated by time-dependent DFT. How-
ever, even for a relatively “simple” molecule like HMPM,
these calculations may be associated with substantial
theoretical challenges, which in addition to the consider-
able computational costs represent serious obstacles for
extending the approach to tetrapyrroles. On the other
hand, the relative band intensities in the Raman spectra
of tetrapyrroles obtained in resonance and preresonance
with the Q-band display far-reaching similarities, evidently
due to the low symmetry of the chromophore. Conse-
quently, it appears to be justified to restrict the Raman
intensity calculations to the off-resonance case, and in
fact, the agreement with the experimental band intensities
is comparable to that achieved for small molecules under
nonresonant conditions.

Potential and Limitations of the Theoretical
Approach

The objective of the theoretical approach is to calculate
Raman spectra of various tetrapyrrole geometries such
that the comparison with the experimental RR spectra
allows identification of the chromophore structures in the
various states of phytochrome. However, is the accuracy
of this approach sufficient and is it justified to extend
conclusions drawn from in vacuo calculations to protein-
bound tetrapyrroles? To explore the potential and limita-
tions of the DFT calculations, we first consider phycocy-
anobilin (PCB). For this tetrapyrrole, experimental data
are available for two different structures. The dimethyl
ester derivative of PCB (PCBE) (Figure 4) in the solid state
most likely adopts the same helical ZZZsss structure as
biliverdin (BV) dimethyl ester, for which the crystal
structure has been determined.?

NMR and circular dichroism studies of PCBE in solu-
tion have shown the coexistence of at least two diastereo-
isomers, a P-helical and an M-helical form,? and two
tautomers with the either ring B or ring C being the
pyrrolic ring. The calculated spectra of none of the
monomeric PCBE forms provide a satisfactory description
of the experimental Raman and IR spectra obtained from
PCBE in the solid state or in concentrated solutions.3’
Under these conditions, PCBE is likely to form dimers via
hydrogen-bond interactions involving the carbonyl func-

PCBE,
ZZ7sss

| ; : .
600 800 1000 1200 1400 1600

Av/cm™!
torsional and out-of-plane methine bridge
; C-C stretching, L)
de{orn:lamn modes, in-plane deformation stretchlng:
substituent modes N-H deformation

FIGURE 5. Raman spectra calculated for dimeric PCBE (ZZZsss)
and monomeric PCBEH™ (ZZZasa) compared with the experimental
RR spectra of solid PCBE® and o-CPC.* The spectral regions
dominated by various types of vibrational modes are shown by the
shaded areas.

tions and the NH groups of the terminal pyrrolidone and
pyrrolone rings. There are a variety of possibilities how
dimerization between two PCBE molecules may occur.
The best agreement with the experimental spectra has
been achieved for a C-pyrrolic tail-to-tail dimer (DD
dimer) (Figures 4 and 5), a geometry that was calculated
to be the most stable one and has also been found
experimentally for a related tetrapyrrole.3!

The second experimentally determined structure of
PCB refers to the o-subunit of C-phycocyanin (a-CPC),
an antenna pigment of cyanobacteria.®? In this case, the
crystal structure analysis indicates an extended ZZZasa
configuration of the chromophore, and the close proximity
of the nitrogen atoms of rings B and C to the carboxylate
side chain of Asp87 suggests a protonated (cationic) form
of PCB. The calculations, therefore, have been carried out
for a protonated PCBE (PCBEH). The linkage to the
protein was replaced by a hydrogen atom, and the
propionic side chains were esterified to avoid hydrogen-
bond interactions with the pyrrole rings. A chloride anion
was placed between rings B and C in order to mimic the
electrostatic interactions with Asp87. Also in this case, a
very good agreement between the calculated and the
experimental spectrum is obtained (Figure 5).3* These
findings indicate that (i) the performance of scaled
quantum chemical force field calculations is comparable
for tetrapyrroles as for the substantially smaller training
molecules for which the scaling factors have been opti-
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mized and (ii) calculated Raman intensities for open-chain
tetrapyrroles provide a good description for the experi-
mental RR intensities.

The most severe approximation of the calculations
refers to the neglect of the protein environment, which
may affect the electron density distribution and the
conformation of the chromophore. A chromophore struc-
ture stabilized in the protein pocket may not necessarily
correspond to an equilibrium geometry in vacuo. Such
effects may be particularly strong for modes below 1000
cm™!, which include torsional and deformation coordi-
nates as well as internal coordinates of the pyrrole
substituents (Figure 5). In fact, in vacuo equilibrium
geometries of tetrapyrroles with different conformations
and functionalization of the propionic side chains afford
spectral differences in this region but do not influence the
band pattern above 1200 cm™!. On the other hand, more
drastic structural differences on the level of the methine
bridge configuration (Z/E) and conformation (s/a) and the
protonation state of the ring B and C nitrogens are clearly
reflected in the frequency range between 1200 and 1700
cm™ L1 For the unprotonated (neutral) ZZZsss configura-
tion of dimeric PCBE and the protonated (cationic)
ZZZasa configuration of the PCB in a-CPC, these differ-
ences are very well reproduced by the calculations. This
high-frequency region includes an unambiguous spectral
marker for the protonation state of tetrapyrroles: in the
protonated (cationic) form, the inner rings B and C
become essentially equivalent and their N—H ip modes
give rise two bands between 1500 and 1600 cm™1.!* The
high-frequency component, typically found at 1550—1590
cm™!, has a considerable RR intensity and shifts down by
ca. 500 cm™! upon H/D exchange. For nonprotonated
(neutral) tetrapyrroles, the H/D isotopic effects in this
region are relatively small.

From these studies, we conclude that it is only the high-
frequency region (1200—1700 cm™!) that can currently be
interpreted in a reliable manner on the basis of the
quantum chemical spectra calculation. The analysis of this
spectral region then allows determination of the methine
bridge configuration and conformation, as well as the
protonation state of the tetrapyrroles.

Interpretation of the Resonance Raman
IS,pe(:tra of Phytochromes: The Parent State,
r

A large set of experimental RR data is available for plant
phytochrome phyA, which contains phytochromobilin
(P®B) as the natural chromophore (Figure 2). The 65-kDa
variant of phyA lacking the kinase domain can be ex-
pressed and then assembled either with P®B or with PCB.
The RR spectrum of the phyA(P®B) adduct is virtually
identical to that of the full-length protein indicating that
the kinase domain does not affect the structure of the
chromophore pocket. Also the Pr states of the P®B and
PCB adducts display very similar RR spectra, and the few
differences can readily be attributed to the different ring
D substituents, that is, a vinyl and an ethyl group in P®B
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FIGURE 6. Calculated Raman spectra of protonated P®B (top) and
PCB (bottom) in the ZZZssa and ZZZasa configurations, compared
with the experimental RR spectra of the Pr state of 65-kDa phyA,
reconstituted with P®B and PCB."” A—B and C—D denote the C=
C stretching modes at the methine bridges between rings A and B
and C and D, respectively.

1500

and PCB, respectively (Figures 2 and 6).!” Thus, it is
concluded that both chromophores adopt the same me-
thine bridge configuration and conformation. Moreover,
the chromophore is protonated as can be unambiguously
inferred from the band of 1574 cm™! (Figure 6), which
disappears upon H/D exchange.!

The RR spectrum of the Pr state of phyA(PCB) reveals
striking similarities with that of the ZZZasa chromophore
in a-CPC, whereas the crystal of the Pr state of the BV-
binding phytochrome DrBphP has demonstrated a ZZZssa
configuration (Figures 2 and 3).* The analysis of the RR
spectra resolves this contradiction. First, only for the
ZZZasa but not for the ZZZssa geometry, the calculated
spectra reproduce the double-banded structure of the
prominent peak as well as the 13-cm™! upshift of the
strongest band component from phyA(P®B) to phyA(PCB)
(Figure 6). Second, the isotopic shifts for PCB deuterated
at the C-D methine bridge (Figure 7) and for *C-substitu-
tion at the A—B bridge (spectra not shown) are only
consistent with the calculated spectra for the ZZZasa
geometry. Also other tetrapyrrole geometries, including
those previously suggested for the Pr state, do not afford
a satisfactory description of the experimental spectra.!®
These findings suggest that unlike in DrBphP, the chro-
mophore in phyA is in the ZZZasa configuration. This
surprising difference might be related to the different
location of the tetrapyrrole-binding cysteines in the chro-
mophore pocket, that is, Cys24 for DrBphP and Cys323
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FIGURE 7. Calculated Raman spectra of the ZZZssa and ZZZasa
configurations of protonated, unlabeled (natural abundance, na) PCB
(top) and protonated PCB deuterated at the methine bridge C—D
[C(15)—D] (bottom) compared with the experimental RR spectra of
the 65-kDa fragment of phyA reconstituted with the unlabeled and
C(15)-deuterated PCB (unpublished results). A—B and C—D denote
the C=C stretching modes at the methine bridges between rings A

and B and C and D, respectively.

for phyA. It is tempting to generalize this conclusion in
view of the far-reaching spectral similarities between
DrBphP and Agpl, a BV-binding phytochrome from
Agrobacterium tumefaciens, on the one hand (ref 16,
unpublished results), and phyA and Cphl, a PCB-binding
phytochrome from the Cyanobacterium syneccocystis, on
the other hand:'® the chromophore in the Pr state in BV-
binding phytochromes adopts a ZZZssa geometry but a
ZZZasa geometry in P®B- and PCB-binding phyto-
chromes (Figure 2).

Methine Bridge Isomerizations during the Pr to
Pfr Photoconversion

Early NMR spectroscopic studies of proteolytic phyto-
chrome fragments have indicated a Z and E configuration
of the C—D methine bridge in the Pr and Pfr state,
respectively.® Thus, the primary photochemical process
of Pr was assumed to be a Z/E isomerization of the C—D
methine bridge. It has been further suggested that the
double bond isomerization is associated with a rotation
of the adjacent single bond (s/a).!! Hence, the chro-
mophore in the first intermediate state of the Pr — Pfr
photoconversion of phyA that can be cryogenically trapped,
Lumi-R, should adopt either the ZZEasa or ZZEass con-
figuration. Upon comparison with the experimental spec-

ZZEasa
calc.

ZZEssa |

calc. :
: A8
NH o}
1500 1600 1700
Av/cm'

FIGURE 8. Calculated Raman spectra of protonated P®B in the
ZZEasa (top) and ZZEssa (bottom) configurations compared with
the experimental RR spectra of Lumi-R and Pfr of native phyA.”

trum of Lumi-R, the ZZEass configuration can be ruled
out whereas a better agreement is found with the spec-
trum calculated for the ZZEasa configuration, implying
that the primary photochemical event is most likely
restricted to the Z to E isomerization (Figure 8).1°

The experimental RR spectrum of Pfr displays quite
substantial differences compared with Lumi-R indicating
major structural changes of the chromophore and its
interactions with the protein during the thermal relax-
ations steps from Lumi-R to Pfr.3> Specifically, we note a
33 cm ™! downshift of the 1648 cm™! band that originates
from the C=C stretching of the A—B methine bridge
(Figure 8).!° Such a large downshift can only be repro-
duced by the calculated spectrum of the geometry in
which the A—B methine bridge geometry is altered, that
is, the ZZEssa configuration.!® This conclusion is further
supported by the RR spectra of phyA(PCB) adducts
including isotopically labeled chromophores. It may be
that the A—B single bond rotation is not complete or that
the (partial) s/a isomerization is accompanied by further
changes in the protein—chromophore interactions since
the overall agreement between calculated and experimen-
tal spectra is not as good as in the case of the Pr state.

Changes of the Protonation State during the
Pr to Pfr Photoconversion

All phytochrome states discussed so far, that is, Pr, Lumi-
R, and Pfr, exhibit a protonated chromophore as indicated
by the characteristic N—H ip mode. This is also true for
the Meta-Ra state,!* whereas the Meta-Rc state displays a
more complex behavior. For the BV-binding phyto-
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FIGURE 9. Experimental RR spectra of the Meta-Rc states of Agp1,
phyA, and Cph1. The solid and dotted lines refer to the spectra
obtained from samples in H,0 and D,0, respectively.

chromes like Agpl and DrBphP, the spectra of these
intermediates lack the characteristic protonation marker
bands and display far-reaching similarities with the
spectrum of the unprotonated BV in the ZZE configuration
(Figure 9) (ref 16, unpublished results). In fact, flash
photolysis experiments on Agpl reveal a substantial
kinetic isotope effect for the formation of Meta-Rc indi-
cating that the deprotonation of the chromophore is rate-
limiting.! The chromophore deprotonation is linked to
the translocation of the proton to the external medium
where it can be detected by pH indicators. The subsequent
reprotonation of the chromophore in Pfr occurs with the
same time constant as the proton reuptake from the
external medium.

Most of the amino acids that constitute the chro-
mophore pocket in the Pr state of DrBphP (ref 4; Figure
3) are well conserved. Thus, the crystal structure deter-
mined for DrBphP may be a good model for the related
BV-binding phytochrome Agpl, and many structural
features are likely to be similar also for other phyto-
chromes. Accordingly, the chromophore is involved in an
extended hydrogen-bond network, which comprises Asp207
(Asp197) and His260 (His250) in DrBphP (Agpl). Although
these amino acid residues do not directly interact with
the pyrrole nitrogens of the chromophore, the substitution
by alanine substantially lowers the pK, in the Pr state in
Agpl from 11.1 to 8.2 (His250Ala) and 7.2 (Asp197Ala).%¢
Evidently, the overall electrostatic field in the chro-
mophore pocket rather than the specific interaction with
an individual amino acid side chain controls the proto-
nation of the chromophore, which is essential for the
photoisomerization of the chromophore. The second
function of Asp197 and His250 is related to the transient
proton translocation and the coupled conformational
changes. In Asp197Ala but not in His250Ala, the proton
release to the external medium is inhibited indicating that
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FIGURE 10. Model for the structural changes of the Pr to Pfr
photoconversion of phytochromes.

the Asp197 carboxylate side chain, which in the crystal
structure is exposed to the solvent, is an essential com-
ponent for the proton translocation chain. In Asp197Ala
and His250Ala the proton reuptake is blocked, which is
consistent with the inhibition of the Meta-Rc to Pfr
reaction step. Thus, His250 appears to be essential for the
chromophore and protein structural changes associated
with the Pfr formation. These structural changes include
major polypeptide rearrangements that are detectable by
size exclusion chromatography.?®

A transient proton release, as well as significant kinetic
isotope effects, has also been found for the Pr to Pfr
photoconversion of the PCB-binding phytochrome Cph1.1
However, in this case, the Meta-Rc state that is cryogeni-
cally trapped provides the characteristic RR signature of
a protonated chromophore (Figure 9). Conversely, the RR
spectrum of Meta-Rc of phyA including the P®B chro-
mophore is dominated by nonprotonated chromophore
species, which is in line with earlier suggestions by
Kitagawa and co-workers.'? These findings indicate that
a protonation equilibrium of the Meta-Rc state is a
common property of all phytochromes although the
position of the equilibrium may differ for cryogenically
trapped states among the various phytochromes. Evi-
dently, the protonation equilibrium of the Meta-Rc sen-
sitively depends on details of the protein environment.

Conclusions and Outlook

The mechanistic picture that is derived from the spectro-
scopic data for the Pr to Pfr transformation appears to be
common to all phytochromes studied so far, regardless
of the chromophore structure in the initial state (Figure
10). The process that is initiated by a Z/E photoisomer-
ization of the C—D methine bridge yields a ZZEssa and a
ZZEasa configuration in the Lumi-R state of DrBphP and
phyA, respectively. The subsequent thermal relaxation
steps then involve a transient deprotonation of the chro-
mophore in the Meta-Rc state, which is crucial for the final
protein structural rearrangement in the transition to Pfr.
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FIGURE 11. Experimental RR spectrum of a-CPC3* compared with
the calculated Raman spectra obtained by a QM/MM (B3LYP/6-
31G*/CHARMM) treatment of the protein and by a QM calculation
of the chromophore in vacuo (unpublished results).

Presumably, this reaction step also involves the (partial)
single bond rotation of the A—B methine bridge.

Although the quantum chemical calculations of Raman
spectra have contributed substantially to the elucidation
of the molecular events in phytochrome, the present
approach does not allow a comprehensive extraction of
structural information from the experimental spectra. The
main limitation lies in the unavoidable neglect of the
protein environment. To overcome this restriction, hybrid
methods may be employed, consisting of a combination
of quantum mechanics (QM) calculations and molecular
dynamics/molecular mechanics (MD/MM) simulations.*®
These methods represent a promising conceptual ap-
proach for calculating spectral properties of cofactors in
proteins since it allows an accurate treatment of the
chromophore by QM (e.g., DFT) methods and a less
accurate but computationally cheaper description of the
environment by an empirical force field. The potential of
this approach is demonstrated for a-CPC in Figure 11
(unpublished results). The Raman spectrum calculated by
the QM/MM approach provides an improved description
of the experimental RR spectrum. Specifically, we note that
the intensity distribution of the most prominent double-
banded peak at 1645 cm™!, as well as the vibrational
structure between 1200 and 1400 cm™}, is much better
matched than that for the pure QM calculations. With the
availability of the crystal structure of DrBphP,* it is now
possible to apply the QM/MM approach to phytochrome
such that one may expect to derive more structural details
from the RR spectra in the future.

The work was supported by the Deutsche Forschungsgemein-
schaft (Grant Sfb 498).
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ABSTRACT

The coupling of electronic transitions within molecules to con-
densed-phase media involves a complex hierarchy of spatial and
dynamical scales. Thermodynamics of activation is related to the
length scale of microscopic interactions reflected in the non-
Arrhenius reaction kinetics. Solvent dynamics make a particularly
strong impact on the activation barrier when the time scale of the
reaction is comparable to the relaxation time of the solvent, and
the reaction barrier becomes nonergodic. Finally, molecular po-
larizability is responsible for complex nonparabolic free energy
surfaces for electron transfer. We discuss the application of these
ideas to soft condensed solvents such as supercooled liquids, liquid
crystals, and photosynthetic reaction centers.

Introduction

Perhaps no other branch of chemical kinetics has con-
tributed more to the fundamental understanding of the
factors controlling activation barriers of reactions in
liquids than the field of electron-transfer reactions (see
reviews in refs 1—4). Recent advances in spectroscopic
techniques examining the dynamics and thermodynamics
of solute—solvent interactions, along with the progress in
computer simulations, have led to new insights into the
microscopic mechanisms and solvent modes driving
activated transitions. In parallel to these developments,
the list of solvents used for electron-transfer reactions
quickly broadens to include complex soft condensed
media such as liquid crystals,® proteins,® and structural
glass formers.” The combination of fast reactions with
solvents characterized by either slow relaxation, aniso-
tropy (existence of preferential directions), or inhomoge-
neity (existence of interfaces) has posed new challenges
for the theory, at the same time opening new avenues for
controlling chemical reactivity. This Account reviews these
currently emerging directions along with outlooks into
future studies of electronic transitions in condensed
media.

The amount of Gibbs free energy, AG,, released or
consumed in the transformation from reactants to prod-
ucts (reaction free energy) dramatically affects the mag-
nitude of the reaction rate. The advent of the Marcus—
Hush theory of electron transfer in the 1950s%° has
challenged the traditional understanding of the connec-
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FIGURE 1. Linear (a) and nonlinear (generally nonparabolic when
calculated from eqs 2 and 17, b) free energy surfaces and the
dependence of the rate constant on the reaction free energy
(energy-gap law, c). In panel b, the vertical arrow shows a vertical
transition in which the energy changes by the energy gap X (eq 2)
but the entropy does not change. In panel c, the energy gap law is

N

sketched for linear (marked as “a”) and nonlinear (marked as “b”)
free-energy surfaces. The nonlinear energy gap law is quadratic
close to its maximum and is linear in its exothermal wing.

tion between the reaction thermodynamics and reaction
rates embodied into linear free energy relationships!’
assuming the rate constant (in the log scale) to be a linear
function of AGy. This linear dependence on AG, is
visualized in terms of free energy functions linear in some
reaction coordinate. They cross to form the activation
barrier, which, in turn, becomes linear in AG, (Figure 1a).
In contrast, in the Marcus—Hush theory, the free energy
surfaces are parabolas (Figure 1b) and the activation
barrier is bilinear (linear plus quadratic) in AGy. The rate
constant first increases with increasing —AG, (normal
region) and then drops after passing the activationless
transition at the top of the bell-shaped curve (inverted
region, Figure 1c).

In both the linear and parabolic paradigms, one needs
to specify some parameters in addition to AG, in order to
connect the activation barrier to the reaction Gibbs
energy. For linear surfaces, these are the slopes of reactant
and products lines, while for parabolas, these are curva-
tures, which are normally defined in terms of reorganiza-
tion energies 4, and A, for the initial (reactants, i = 1) and
final (products, i = 2) states:

1 G
T e 1)
i dx® Ix=x,

Here, the second derivative is taken at the parabola’s
minimum, Xp;.

10.1021/ar7000167 CCC: $37.00 [0 2007 American Chemical Society

Published on Web 03/17/2007





Electron-Transfer Reactions in Soft Condensed Media Matyushov

The single transition point at the intersection of
reactant and product free energy surfaces hides the whole
world of quantum tunneling, which can only occur at the
resonance of the donor and acceptor electronic states.
Since it is this diffusive climbing of the system to the point
of resonance that is most relevant for the reaction,
spectroscopic reaction coordinate X = AE (see below),
equal to the instantaneous energy gap, AE = E, — E,
between the electronic energies of the donor and acceptor,
provides the most straightforward formulation of the
problem. This collective coordinate, effectively incorporat-
ing all nuclear modes of the liquid affecting the energy
gap, is clearly distinct from a commonly small number of
actual nuclear coordinates used in describing reactions
in the gas phase. The language of collective modes and
excitations, so prevailant in solid-state physics and much
less common in chemistry, is therefore actively used in
theories of radiationless transitions in condensed media
and for electron-transfer reactions in particular.

Once the donor—acceptor energy gap is chosen for the
reaction coordinate, the requirement of conservation of
energy imposes an important constraint on the shapes of
the free energy surfaces, G;(X). The system entropy does
not change in a vertical (photoinduced) transition at a
given nuclear configuration (shown by the vertical arrow
in Figure 1b), and the vertical gap between the free energy
surfaces should be equal to the energy reaction coordinate,
)(:11,12

G,X) =GX) +X )

Any pair of free energy surfaces used to model the
energetics of electron-transfer reactions should comply
with eq 2.

The main challenge in modeling the energetics of
electron-transfer reactions and, more generally, charge-
transfer transitions in molecular systems is how to relate
the parameters used to build the free energy surfaces to
observables available through laboratory or computer
experiment. Spectroscopy, in principle, provides the com-
plete solution to the problem since spectral intensity is
proportional to the equilibrium distribution of the donor—
acceptor energy gaps. In practice, however, the activation
barrier at X = 0 (electronic resonance) is never accessible
since it corresponds to a photon of zero energy. In fact,
intensities only in close proximity of equilibrium points
Xoi, corresponding to maxima of spectral lines, can be
measured. They are often available, along with curvatures
i, which can be extracted from widths of vibronic lines.
These four spectroscopic parameters normally need to be
reduced to three since the vertical transition energies
include usually ill-known gas-phase components. They
cancel out in the difference of excitation energies (Stokes
shift). The experimentally measured Stokes shift still
contains a component from intramolecular vibrations,
which should be subtracted to obtain the solvent-induced
Stokes shift AAwg = Xp2 — Xo1.12 To summarize, even for
the best-studied systems, three or probably four param-

eters, defining the positions of the minima and equilib-
rium curvatures of G;(X), can be obtained from spectros-
copy.

The spectroscopic database is consistent with the
requirement of thermodynamics that the two-state elec-
tron-transfer problem is, in principle, characterized by
three thermodynamic parameters: AG, and two, generally
different, reorganization energies 1; and 1,. The reor-
ganization energies, defined in terms of free energy
curvatures (eq 1), can be connected to small fluctuations
of the system around equilibrium, which are still described
by equilibrium statistical mechanics. Any extension of the
model beyond the thermodynamic three-parameter input
requires a nonequilibrium description.

The Marcus—Hush theory reduces the number of
thermodynamic parameters to two: the free energy gap,
AGy, and just one reorganization energy, A, = A,. This
approximation allows one to use equal-curvature parabo-
las, which comply with the energy conservation require-
ment in eq 2. Even though this model has received
enormous support over about 50 years of its application,!
the calculation of electron-transfer reorganization energies
from microscopic interaction potentials is still in its
infancy.!* We review the development of micrscopic
models focusing primarily on general results, in particular
on the splitting of the activation free energy into the
entropy and enthalpy of activation.!>!6 This will be fol-
lowed by the discussion of the effects of freezing of nuclear
degrees of freedom on the activation barrier resulting in
nonergodic kinetics. Finally, we discuss the extension of
the model into the three-parameter space allowing non-
parabolic free energy surfaces.

Microscopic Reorganization

The donor—acceptor electronic energy gap is composed
of a gas-phase component and the difference in the
solute—solvent interaction potentials in the acceptor and
donor states, AUy;. The activated passage from the initial
reactant state (e.g., Xo; in Figure 1b) to the activated state
with the resonance of the donor and acceptor electronic
levels (X = 0 in Figure 1b) is driven by thermal fluctuatons
of the nuclear degrees of freedom of the solvent. The
variance of the energy gap is then fully determined by the
statistics of solute—solvent interactions, and one gets

o® = DOAE)*[= MOAU,)*0 (3)

where the angular brackets stand for an ensemble average.

Since many molecular motions are coupled to the
transferred electron, the overall distribution of the energy-
gap fluctuations, according to the central limit theorem,
is a Gaussian function

X — X,)*
20°

The solute—solvent interaction is normally given by a sum
of all pairwise interactions of the solute with the solvent
molecules. When such a pairwise decomposable potential
is substituted into eq 3, the variance, o?, splits into the

P,(X) O exp 4)
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single particle term, o, and two-particle term, oy
2 2
ot = o — oy (5)

The former represents fluctuations of a single particle of
the solvent, uncorrelated from the rest of the solvent, while
the latter refers to statistically averaged correlated fluctua-
tions of two particles of the solvent. The second term
physically represents the force acting on a given solvent
molecule from the rest of the solvent, which tends to
damp single-particle motions in response to the field of
the solute. The solvent thus reacts to reduce the action of
the solute external perturbation (Le Chatelier’s principle).

Electronic transitions in polar liquids are mainly driven
by thermal motions of solvent dipoles.!* Fluctuations of
orientations of dipoles in polar liquids are highly cor-
related. Therefore, any change in orientation of a given
solvent molecule, caused by the electric field of the solute,
is strongly damped by the field of the surrounding dipoles.
The consequence is close magnitudes of o> and oy?
components almost compensating each other in the
variance ¢2.!° This cancellation of single-particle and two-
particle contributions to the solvent response is a math-
ematical signature of the quasi-macroscopic nature of
dipolar polarization. Such macroscopic response is de-
scribed by the fluctuation—dissipation theorem (classical
limit)'?

o* =2kyTh, A= [ 7" (@)(do/ (1)) 6)

where subscript “s” stands for the solvent and equality of
two reorganization energies, A, = 1; = 4,, according to the
Marcus—Hush picture, is assumed in this and the next
sections.

The use of the term “dissipation” is connected to the
fact that the energy absorbed by, for instance, photo-
exciting the solute dissipates as heat with the rate pro-
portional to wy" (w), where "' (w) in eq 6 is the imaginary
part of the Stokes shift susceptibility. This function, y"-
(w) = mwC(w)/(kg1), is experimentally accessible (from
time-resolved emission spectroscopy'®) as Fourier trans-
form of the Stokes shift correlation function C(w), where
C(1) = [0X(H)6X(0)is the time autocorrelation function of
the fluctuations of the reaction coordinate 6X(#) = X(¢) —
X0

The energy gap variance o? reflects two distinct physical
phenomena: thermal fluctuations around two equilibrium
points Xy; (proportionality to 7) and the finite amplitude
of such fluctuations (proportionality to the inverse cur-
vature 24, see eqs 1 and 6). If i, is temperature-
independent, eq 6 predicts the Gaussian width ¢? to be a
linear function of T crossing zero at T = 0. In this case,
the probability of reaching the activated state X = 0 (Figure
1b) describes the Arrhenius kinetics

P(O) |:| e*GaCt/(kBT) (7)

where the activation free energy G** can be recast in the
form of the celebrated Marcus equation!
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G*' = (AG, + 1%/ (41 (8)

The present discussion is limited to classical nuclear
modes; for the discussion of quatum effects, see ref 3.

The microscopic structure of the polar liquid turned
out to be responsible for a pronounced T-dependence of
As'® (for reviews of experimental data see refs 16 and 19),
which can be visualized by plotting ¢*(T) against T. In
contrast to the prediction of eq 6 with A, = const, ¢*(T)
crosses the vertical axes at a positive value (Figure 2). This
positive intercept is related to a positive value of the
reorganization entropy, which can be measured either at
constant volume (subscript “V”) or at constant pressure
(subscript “P”)

Spy=— (040D 9)

Which entropy, Sp or Sy, is larger is controlled by the sign
of the isobaric expansivity of the solvent: Sp > Sy at
positive expansivity (as in Figure 2) and Sp < Sy at negative
expansivity.!8

The quasi-macroscopic character of the dipolar solvent
response is caused by the long range of electrostatic
solute—solvent and dipolar solvent—solvent interactions.
When either of the two is more short-ranged, the cancel-
lation between single-particle and two-particle parts of
the response is not perfect and the solvent response bears
more microscopic features. The first signature of this
change is that ¢? in eq 6 does not scale linearly with
temperature any more. For instance, the two-particle
component, oy?, is just a small fraction of o (see eq 5)
for quadrupolar solvents,?’ and this result holds true for
all interactions that are more short-ranged than the
dipole—dipole potential (e.g., induction and dispersion
forces?!). This fact has a profound effect on the temper-
ature dependence of the energy gap variance. The variance
of the gap, o2, arising from all short-ranged interactions
(subscript “sr”) does not have an explicit temperature
factor and depends on temperature mostly through the
solvent density. Therefore, the temperature dependence
of the variance at isochoric conditions can be given by
the relation

o = 2kyTh, + 0° (10)

where oy is essentially temperature-independent. When
eq 10 is substituted into the probability of reaching the
activated state at X = 0 in eq 4, the kinetics of electron
transfer becomes distinctly non-Arrhenius, that is, the
energy of activation (slope of the Arrhenius plot) in eq 7
depends temperature. The temperature dependence of the
activation barrier becomes even more pronounced when
the reaction loses ergodicity, as we discuss next.

Nonergodic Reactions

The description of the electron-transfer rates in terms of
the equilibrium free energy of activation is based on
transition-state ideas, which assume that equilibrium
Boltzmann distribution along a reaction coordinate is
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FIGURE 2. Gaussian width, 0> = 2kg T/, of p-nitroaniline in SPC/E
water obtained from molecular dynamics simulations' at constant
volume (@, O) and constant pressure (O). Circles indicate the
charge-separation reaction associated with optical absorption,
whereas squares refer to the charge-recombination reaction as-
sociated with optical emission. The dashed lines are linear regres-
sions through the simulation points.

maintained for the reactant states up to the transition-
state surface.?? Possible limitations of this picture are well
recognized. When the time scale of passage of the barrier
top is comparable to the relaxation time of the medium,
the population of the activated state becomes depleted,
and one arrives at the Kramers kinetics in which the rate
pre-exponent is affected by the solvent friction (viscos-
ity).?? For electron-transfer reactions, this regime corre-
sponds to solvent-controlled reactions when the reaction
pre-exponent includes some characteristic time of polar-
ization relaxation. This dynamic solvent effect has indeed
been observed in some systems,? although it has been
recognized in recent years that the range of relaxation
times at which it can be observed is relatively narrow due
to the competition of the diffusional dielectric relaxation
with classical®* and quantum? solute vibrations and
ballistic solvent dynamics.?®

Essentially for all reactions affected by the solvent, one
may anticipate the next step in the hierarchy of relaxation
times when the solvent relaxation becomes even slower.
Equilibrium solvation energy is formed by the system
visiting all parts of its phase space on the infinite (on the
molecular scale) observation time of the equilibrium
thermodynamics. Once the time scale of the reaction, that
is, the overall time required to climb the activation barrier
from the reactant bottom to the top, becomes comparable
to the relaxation time of a given nuclear mode driving
activation, the system looses ergodicity.?” Physically it
means that not all possible configurations of the solvent
can be realized on the time scale of the reaction and the
magnitude of the nuclear solvation energy decreases.?*?8

The transition to nonergodic behavior can be observed
in simulations® by lowering the solvent temperature,
which has the effect of increasing the dielectric relaxation
time of a polar solvent. Once this slow relaxation time
crosses the length of simulated trajectory, the reorganiza-
tion energy turns from its thermodynamically predicted
rise (Spv > 0) and starts decreasing with lowering tem-
perature (Figure 3). The temperature, T*, of this turnover
marks the onset of nonergodic solvent fluctuations. After
the initial decay at T < T*, the reorganization energy levels
off at the value A corresponding to fast ballistic motions
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FIGURE 3. Solvent reorganization energy of p-nitroaniline in SPC/E
water obtained from molecular dynamics simulations? at constant
volume (@) and constant pressure (O). The reorganization energy
is ergodic at T > T*. The component of reorganization energy
corresponding to reorientation of permanent dipoles loses ergodicity
below T* when the reorganization energy drops to the value Ag
arising from fast ballistic solvent modes characterized by the
Gaussian component in the Stokes shift time correlation function®
(o).

o

FIGURE 4. Nonergodicity function obtained as the ratio of non-
ergodic and equilibrium reorganization energies for quinoxaline
chromophore dissolved in supercooled 2-methylhydrofuran (7T, =
91 K, O) and butyronitrile (T, = 97 K, O). The points are experimental
data,®%2 and the lines are theoretical calculations.?32

in the liquid,® which require much shorter observation
times to become dynamically arrested.

The change of the nuclear solvation energy at the
transition to nonergodicity can be described analytically
by noting that the solvent modes with relaxation frequen-
cies below the observation frequency wops = Tops ' do not
contribute to the overall frequency-integrated response
of the solvent. The nonergodic reorganization energy can
be obtained by applying a stepwise frequency filter, o >
Wobs, tO €q 62729

Mogy) = [0 7' (@)(do/ (70)) (an

A fixed observation time 7, is realized in the spectro-
scopic experiment where 7, is either given by the lifetime
of the emitting state of a chromophore or determined by
the apparatus. Equation 11 allows one to calculate the
temperature dependence of the nonergodic Stokes shift
based on the equilibrium ergodic Stokes shift susceptibil-
ity, x(w) (see the discussion after eq 6). The performance
of the theory applied to normalized Stokes shift of
quinoxaline phosphorescent dye in supercooled 2-meth-
ylhydrofurane and butyronitrile3!3? is quite satisfactory
(Figure 4). Theoretical calculations are based on the
formalism for y(),* experimentally measured dielectric
constants as functions of frequency, and quantum-
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FIGURE 5. Rate of charge separation in R. sphaeroides obtained
from experiment®* (O) and from calculations (—).Z The rate is
normalized with respect to the non-adiabatic pre-exponent, k‘g.
The vertical dashed line indicates the approximate position of the
turnover temperature, T*.

mechanical calculations of the molecular charge distribu-
tion of quinoxaline in the initial and final charge-transfer
states.

Once the dependence of nuclear solvation on the
observation frequency, w,ps, is established, one can use
this information to calculate the reaction rate. For acti-
vated transitions, the frequncy cutoff is determined by the
rate constant, weps = kpr. Therefore, the components of
the activation barrier affected by nuclear solvation are
reduced by the nonergodicity factor given by the ratio of
the nonergodic and ergodic reorganization energies. The
same scaling applies to the nuclear component of the
reaction free energy:

f=Alkg) 2, AG,(kgp) = fAG, (12)

The overall reaction free energy AG in eq 8 is the sum of
AGs(kgr) from eq 12, the gas-phase energy gap, and the
free energy of solvation by the electronic degrees of
freedom of the solvent.*

Since the activation barrier from eqs 8 and 12 depends
on the magnitude of the rate constant, the latter should
be sought from a self-consistent equation

kir O expl—G* (k) / (kg T)] (13)

The solution of this equation results in reaction rates that
can potentially change very sharply when a particular
nuclear mode freezes in. Each such event is characterized
by its turnover temperature, 7*, and one might anticipate
the existence of several such temperatures in media with
complex relaxation hierarchies.

The magnitude of the turnover temperature, 7%, is
determined by the underlying solvent dynamics since the
kinetic turnover (dynamical arrest) occurs when the
relaxation time of a given solvent mode promoting activa-
tion crosses the reaction time. For fast reactions, T* may
be quite high. Figure 5 illustrates this fact in application
to primary charge separation in the photosynthetic bacte-
rial reaction center of Rhodobacter sphaeroids.>* Because
of the relatively sluggish protein dynamics, modeled by
the dynamics of its side chains, and ultrafast rate of charge
separation (ca. 0.3 ps™1), the turnover temperature falls
above the normal physiological range of operation of
bacterial photosynthesis.?” Photosynthetic charge separa-
tion thus occurs in the dynamically frozen medium
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allowing the robust® and temperature-independent op-
eration of the photosynthetic apparatus. The sensitivity
of T* to the electron-transfer matrix element imposes the
structural limitation such that the edge-to-edge distance
between bachteriochlorophyll cofactors should not exceed
~6 A, as is indeed found in bacterial reaction complexes.
An increase in the cofactor separation would produce a
downward shift of T* with a possibility of termination of
photosynthesis at hot operation conditions. The require-
ment of a weak dependence on temperature also makes
the superexchange mechanism of charge transfer less
probable and puts emphasis on sequential electron trans-
fer between the cofactors involved in the electron-transfer
chain.3¢

In addition to dynamical freezing of nuclear solvation,
there are several other features present in bacterial
reaction centers that can potentially distinguish these
systems from donor—acceptor complexes dissolved in
polar solvents normally described within the framework
of crossing parabolas of the Marcus—Hush theory. The
primary pair of the reaction center is highly polarizable
and is placed in a highly anisotropic environment of the
hydrophobic protein core generating a substantial electric
field.3” As we discuss next, the combination of these two
factors, large polarizability and strong electric field, may
substantially distort the free energy surfaces from their
parabolic shape.

Nonparaholic Free Energy Surfaces

The electron-transfer theories discussed so far are based
on the assumption of equal curvatures of two parabolas
describing the initial and final charge-transfer states (eq
1). This assumption is well supported by computer
simulations, which show that thermal fluctuations of the
electrostatic potential produced by a dense polar (dipolar
or quadrupolar) solvent are well described by the Gaussian
statistics (see discussion in ref 38). In terms of analytical
models, a solute—solvent interaction linear in a thermally
fluctuating solvent field projects itself into a Gaussian
distribution of the donor—acceptor energy gaps in eq 4.
This observation suggests that going beyond the Marcus—
Hush picture of equal-curvature parabolas requires non-
linear coupling of the solute to the solvent field. Several
mechanisms of such nonlinear coupling, including strong
solute—solvent electrostatic interaction, have been dis-
cussed. Here we focus on the self-polarization energy of
the solute electronic subsystem, which depends nonlin-
early on the solvent polarization and may potentially
produce the strongest alteration of the free energy
surfaces.38740

Any system of electrons and nuclei immersed in a
solvent gains the energy of electronic self-polarization,
E ?’lf(P), which, for polar solvents, can be defined as a
function of dipolar polarization P. Once this energy is
different in the two electronic states involved in charge
transfer, the difference in self-energies, as well as the
donor—acceptor energy gap AE(P), are nonlinear func-
tions of P. The Gaussian statistics of polarization fluctua-
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tions of the pure polar solvent is projected in this case
into the non-Gaussian statistics of the energy gap X. This
scheme of producing nonlinearity*! still awaits its general
solution. Here we discuss the result of using the lowest-
order quadratic expansion of ES*(P) in P. Electronic self-
polarization is then determined by the dipolar polariz-
ability of the solute.

The problem is significantly simplified when the charge
distribution of a donor—acceptor complex is approximated
by a point dipole, my; (i = 1, 2). It is sufficient then to
consider the scalar projection of the electric field on the
direction of the dipole instead of considering the vector
polarization field P. Since electronic transitions are acti-
vated by nuclear thermal fluctuations, only the electric
field related to nuclear solvent coordinates is relevant to
the discussion of electron transfer. This nuclear electric
field is then the sum of the reaction field, R,, in response
to the charges of the donor—acceptor complex and some
macroscopic filed F resulting from a nonuniform distribu-
tion of electric charge. This field is normally zero in polar
liquids but becomes very significant (ca. 10° V/cm, ref 37)
in biopolymers. The overall solute—solvent potential then
becomes

(](l)s = _moi(Rn + F) (14)

The energy of self-polarization of the solute is determined
by the dipolar polarizability, ay; in each charge-transfer
state, and one gets

ES = —q (R, + F)*/2 (15)

Once the difference of Ul + E5*" in the final and initial
states is used to define the fluctuating donor—acceptor
energy gap, it becomes a bilinear function of the thermally
fluctuating field, R,, as shown in eq 16:

X = const — Amy(R, + F) — Aay(R, + P*/2 (16)

To the extent that quadratic in the field term (the last
summand in eq 16 proportional to the polarizability
change Aay) competes energetically with the linear term
(the second summand in eq 16 proportional to the dipole
moment change Amy), the statistics of energy gap fluctua-
tions will deviate from Gaussian resulting in nonparabolic
free energy surfaces (Figure 1b). For example, G;(X)
(within a constant shift) becomes3?

G,(X) = k[\AGy + K4/ (c — 1) — X — Jihy)® (17)

Here, the main factor responsible for nonparabolicity is
the parameter «, which quantifies the difference in equi-
librium curvatures of the two free energy surfaces (eq 1)

k= (1 — JA A" (18)

where, for simplicity, 1; < 4, is assumed. In the limit of
equal-curvature parabolas, 1; — 1,, G*' = G,(0) transforms
into the Marcus equation (eq 8).

The free energy surface given by eq 17 is parabolic close
to the minimum X;, but becomes linear in one of its wings
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FIGURE 6. Reorganization energies of charge separation (4;) and
charge recombination (1,) vs the change in the polarizability (Aoy)
normalized with the cube of the solvent molecular diameter (o). The
points were obtained from Monte Carlo simulations of a polarizable
di-atomic solute in dipolar ferroelectric fluid.* Closed circles refer
to half of the solvent-induced Stokes shift, which is equal to the
solvent reorganization energy in the Marcus—Hush theory but falls
between two reorganization energies for nonparabolic free energy
surfaces.

far from the minimum. The model thus combines the two
paradigms of linear and quadratic free energy surfaces
(Figure 1) within one united formalism leading to the
energy gap law quadratic close to the top of the bell-
shaped curve and becoming linear in its exothermic wing
(Figure 1c).

The main question regarding the development of these
ideas is whether real systems with highly asymmetric
reorganization energies can exist. In the absence of well-
established laboratory evidence, computer simulations
suggest that significant asymmetry of the free energy
surfaces can be achieved by approximately doubling the
solute polarizability by electronic transition.3 Macroscopic
field F encountered in some anisotropic and inhomoge-
neous media creates additional mechanisms of reorgani-
zation asymmetry. Figure 6 illustrates this by comparing
the reorganization energies for charge separation and
charge recombination obtained by computer simulation
of a polarizable donor—acceptor complex in a model
ferroelectric liquid.*® The macroscopic electric field present
in ferroelectric media creates asymmetry with respect to
the flow of electrons in the forward and backward direc-
tions resulting in the ratio of corresponding reorganization
energies up to a factor of 25 for the system studied in ref
40.

Summary and Perspectives

It is universally accepted that the activation barrier of
chemical reactions in condensed-phase solvents is the free
energy barrier composed of enthalpic and entropic com-
ponents. While the enthalpy component is often available
from the Arrhenius analysis, the entropy part is much less
understood, primarily because the intercept of the Arrhe-
nius plot reports a combined effect of the rate preexpo-
nent and the activation entropy. In application to electron-
transfer reactions, the analysis of experimental data has
shown a great sensitivity of the results for the rate pre-
exponent to the models used to describe the activation
entropy.'? As we have stressed in this Account, the reason
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is the fundamentally non-Arrhenius kinetics of the solvent
fluctuations occurring on the microscopic length scale and
resulting, phenomenologically, in a temperature-depend-
ent activation barrier.

The kinetics converges to the macroscopic Arrhenius
limit with increasing the length scale of the interaction
potentials involved but never quite reaches it, even for
dipolar forces with the longest range of interactions
studied so far. It remains to be seen whether studies of
the temperature dependence of electron-transfer rates in
solvents with an even longer range of interactions (ionic
liquids?) will bring a new reference point to this general
trend. For the present, the recent combined effort of
theory,'>!6 computer simulations,'® and experiment!? al-
lows one to hope that the intricate nature of the entropy
accumulated in the course of driving the reaction to the
top of the activation barrier will ultimately receive a better
understanding.

While the studies of the thermodynamics of the solute—
solvent interactions are important for establishing the
enthalpic and entropic components of the activation
barrier, solvent nonergodicity may potentially have more
dramatic consequences. The effect of solvent dynamics
has traditionally been viewed as a modest one, in the form
of modifying the rate pre-exponent (Kramers picture). The
nonergodic kinetics change this view, since now the
activation barrier, that is, the rate exponent, is affected
by the solvent dynamics at the onset of nonergodicity. The
fact that the theory and spectroscopic experiment both
predict quite sharp changes in the reorganization param-
eters of electronic transitions offers an opportunity for
directed control and switching of redox reactions. Our
studies of reactions in supercooled liquids?® and liquid
crystals*? point to a much stronger effect of dynamical
nonergodicity on the rate than of any other solvent
parameter, thermodynamic state included (isotropic—
nematic phase transition). It may turn out that this
regulation mechanism is widely exploited by natural
electron-transfer chains in situations where efficiency and
precise tuning are at stake.

The notion of highly asymmetric free energy surfaces,
with different reorganization energies for charge separa-
tion and charge recombination reactions, brings about
new questions regarding the origin of efficiency of natural
photosynthesis and directions to optimize artificial pho-
tosynthesis. Does the combination of highly polarizable
cofactors (primary pair and carotenes in reaction centers)
with a strongly inhomogeneous electric field improve the
efficiency of natural photosynthesis by creating conditions
for unidirectional flow of electrons? Can we improve the
efficiency of artificial photosynthesis by combining highly
polarizable complexes with anisotropic ferroelectrics and
inhomogeneous thin polarized films? At the time of this
writing, these are still open questions.

This research was supported by the National Science Founda-
tion (Grant CHE-0616646).
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